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Accessing Extreme Scales

Liquid&Xenon&Hugoniot
Submitted&to&PRL&Root,&Magyar,&Carpenter,&Hanson,&Mattsson&(2010).

DFT&first&published:&Magyar&and&Mattsson&CP1195,&Shock&Compression&of&

Condensed&Matter,&&797&(2009).&

Z"pinch(Pulsed(Power(System

• Millions(of(amperes(for(less(than(100(nanoseconds

• Peak(temperature(3.7(GK(or(6.6(billion(°F,(a(world(
record

• Propelled(small(plates(at(34(km/sec,(4x(faster(than(a(
speeding(bullet.((

• Pressures(70,000(to(120,000(atm((7(to(12(Gpa).

DFT"MD

• Move(classical(nuclei(in(thermal(quantum(electrons

• VASP(code((Georg(Kresse,(Vienna,(Austria)

• World’s(tenth(fastest(computer
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Outline

• Relevant history of T=0 DFT
• Quantum MD: Thermal DFT and beyond
• Ways to attack problem at T=0
– Exact conditions
– Accurate calculations

• New results 
– Scaling relations and entropy formula
– Hubbard model
– Excitations in linear response

• Outlook
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The electronic structure problem

• Use atomic units
• Born-Oppenheimer 

approximation
• All non-relativistic 

(but added back in)
• Wavefunctions

antisymmetric and 
normalized

• Only discuss ground-
state electronic 
problem here, but 
many variations.

Hamiltonian

Hamiltonian for N electrons in the presence of external potential v(r):
Ĥ = T̂ + V̂ee + V̂ ,

where the kinetic and elec-elec repulsion energies are

T̂ = ≠1
2

Nÿ

i=1
Ò2

i

, V̂ee =
1
2

Nÿ

i=1

Nÿ

j ”=i

1
|r

i

≠ r

j

| ,

and di�erence between systems is N and the one-body potential

V̂ =
Nÿ

i=1
v(r

i

)

Often v(r) is electron-nucleus attraction

v(r) = ≠
ÿ

–

Z–

|r ≠ R–|

where – runs over all nuclei, plus weak applied E and B fields.
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Schrödinger equation

6N-dimensional Schrödinger equation for stationary states

{T̂ + V̂ee + V̂ } = E  ,  antisym

The one-particle density is much simpler than  :

n(r) = N
ÿ

‡1

. . .
ÿ

‡
N

⁄
d3r2 . . . d3r

N

| (r‡1, r2‡2, . . . , r

N

‡
N

)|2

and n(r) d3r gives probability of finding any electron in d3r around r.
Wavefunction variational principle:

I E [ ] © È |Ĥ| Í is a functional
I Extrema of E [ ] are stationary states, and ground-state energy is

E = min
 

È |T̂ + V̂ee + V̂ | Í

where  is normalized and antisym.

Kieron (UC Irvine) ABC of ground-state DFT Weizmann14 8 / 39

Schrödinger equation

6N-dimensional Schrödinger equation for stationary states

{T̂ + V̂ee + V̂ } = E  ,  antisym

The one-particle density is much simpler than  :

n(r) = N
ÿ

‡1

. . .
ÿ

‡
N

⁄
d3r2 . . . d3r

N

| (r‡1, r2‡2, . . . , r

N

‡
N

)|2

and n(r) d3r gives probability of finding any electron in d3r around r.
Wavefunction variational principle:
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Walter Kohn (1923-2016)



Timeline of ground-state electronic DFT

• 1926/27: Thomas-Fermi theory (stone-age)
• 1964/65: Medieval period
– Hohenberg-Kohn theorems
– Kohn-Sham equations
– Local density approximation for EXC[n]
– Widely adopted in solid-state physics

• 1993:  Modern era
– Chemists show DFT with GGA/hybrids usefully 

accurate for thermochemistry
– 1998 Nobel prize in chemistry to Kohn and Pople
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Thomas/Fermi Theory 1927
• Derived in 1926 without Schrodinger eqn.

• Thomas-Fermi Theory (TF):
– T ≈ TTF

– Vee≈ U = Hartree energy
– V = ∫dr n(r) v(r)
– E0 = T + Vee + V
– Minimize E0[n]  for fixed N

• Properties:
– Typical error of order 10%
– Teller’s unbinding theorem:  Molecules don’t bind.
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HK theorem (1964)

• Makes TF an 
approximation to 
an exact theory

• Can find both 
ground-state 
density and 
energy via Euler 
equation

Hohenberg-Kohn theorem (1964)

1 Rewrite variational principle (Levy 79):

E = min
 

È |T̂ + V̂ee + V̂ | Í

= min
n

;
F [n] +

⁄
d3r v(r)n(r)

<

where

F [n] = min
 æn

È |T̂ + V̂ee| Í

I The minimum is taken over all positive n(r) such that
s

d3r n(r) = N
2 The external potential v(r) and the hamiltonian Ĥ are determined to

within an additive constant by n(r)

P. Hohenberg and W. Kohn, Phys. Rev. 136, B 864 (1964).

M. Levy, Proc. Natl. Acad. Sci. (U.S.A.) 76, 6062 (1979).
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KS equations (1965)
Kohn-Sham 1965

Define fictitious non-interacting electrons satisfying:

;
≠1

2Ò2 + vS(r)
<

„
j

(r) = ‘
j

„
j

(r),
Nÿ

j=1
|„

j

(r)|2 = n(r).

where vS(r) is defined to yield n(r).
Define TS as the kinetic energy of the KS electrons, U as their
Hartree energy and

T + Vee = TS + U + EXC

the remainder is the exchange-correlation energy.
Most important result of exact DFT:

vS(r) = v(r) +
⁄

d3r n(rÕ)

|r ≠ r

Õ| + vXC[n](r), vXC(r) =
”EXC

”n(r)
Knowing EXC[n] gives closed set of self-consistent equations.
Kieron (UC Irvine) ABC of ground-state DFT Weizmann14 14 / 39

KS potential of He atom

n(r)

!2 !1 0 1 2

!4

!2

0

v(r)

vS(r)

≠2
r

z

Every density has (at most) one KS
potential.a
Red line: vS(r) is the exact KS
potential.

a

Accurate exchange-correlation

potentials and total-energy components for

the helium isoelectronic series, C. J.
Umrigar and X. Gonze, Phys. Rev. A 50,
3827 (1994).

Kieron (UC Irvine) ABC of ground-state DFT Weizmann14 15 / 39

Mar$2,$2017 HED$seminar$LLNL 11



Today’s commonly-used functionals
• Local density approximation (LDA)

– Uses only n(r) at a point.

• Generalized gradient approx (GGA) 
– Uses both n(r) and |!n(r)|
– Should be more accurate, corrects overbinding of LDA
– Examples are PBE and BLYP

• Hybrid:
– Mixes some fraction of HF
– Examples are B3LYP and PBE0 
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DFT papers

Dec$8,$2016 KITP$Kohn$Science$Symposium 13

DFT:%A%Theory%Full%of%Holes,%%Aurora$PribramGJones,$David$A.$Gross,$Kieron$Burke,$
Annual$Review$of$Physical$Chemistry$(2014).
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Things to know about ground-state DFT

• In ground-state DFT, only ever care about 
E as a function of nuclear coordinates.

• Formally, all other objects (eigenvalues, 
orbitals) not meaningful.  Practically, they 
are often treated as physical.

• Knowledge of exact EXC[n] does not yield 
other properties (e.g. excitations) except 
what you can get from GS densities.

• Goal of modern DFT:  Useful accuracy for 
energy differences in generic situations.
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Utility of modern DFT

• DFT useful when a large number of people are 
solving the `same’ problem over and over.

• Modern DFT is most useful after the physics is 
known.

• Modern-era produced improved energetics by 
an order-of-magnitude: vital for chemistry and 
materials science.

• My goal: To ensure same performance level for 
WDM 
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Systematic approach to DFT approximations

• How can dumb little formulas be so successful in 
solving the many-body problem?

• Success of local density approximation is via 
coarse-graining of space.  Uses principle of locality.

• In fact, each component (Ts,Ex,Ec) becomes 
relatively exact in certain, large N, semiclassical
limit.

• GGA’s are our best attempt to get leading 
corrections for Coulombic systems.

• Corrections to Thomas-Fermi Densities at Turning Points and Beyond Raphael F. Ribeiro, Donghyung Lee, Attila Cangi, Peter Elliott, Kieron 
Burke,Phys. Rev. Lett. 114, 050401 (2015) Almost exact exchange at almost no computational cost in electronic structure calculations Peter Elliot, 
Attila Cangi, Stefano Pittalis, E.K.U. Gross, Kieron Burke, Phys. Rev. A (accepted) (2015) Potential functionals versus density functionals Attila Cangi, 
E. K. U. Gross, Kieron Burke, Phys. Rev. A 88, 062505 (2013). Electronic Structure via Potential Functional Approximations Attila Cangi, Donghyung
Lee, Peter Elliott, Kieron Burke, E. K. U. Gross, Phys. Rev. Lett.106, 236404 (2011) Leading corrections to local approximations Attila Cangi, 
Donghyung Lee, Peter Elliott, Kieron Burke, Phys. Rev. B 81, 235128 (2010)…
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Overview of ALL TDDFT
1. General Time-dependent Density Functional Theory

• Any e- system subjected to any

• Only unknown:

• Treat atoms and molecules in INTENSE laser fields 
2. TDDFT linear response to weak fields

• Linear response:

• Only unknown:                       near ground state

• Treat electronic excitations in atoms +  molecules + solids 
3. Ground-state Energy from TDDFT

•Fluctuation–dissipation theorem: EXC from susceptibility (RPA)

•Van der Waals; seamless dissociation 
Basic approximation: ALDA

HED$seminar$LLNL



Importance of TDDFT

• Most success of TDDFT is in linear response 
regime.

• No practical general purpose scheme to go 
beyond Born-Oppenheimer

• Hard to see how to develop accurate 
functionals for a few electrons in strong laser 
fields:  Must surely be orbital-dependent.

• TDDFT turns KS eigenvalues into zero-order 
approximations to optical excitations.
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Warm dense matter

• Thermal DFT began with Mermin generalization 
of HK theorem (1965).

• Yields equilibrium properties analogous to how 
ground-state DFT works.

• Construct MKS equations at finite T.
• Does not produce dynamic response
• Standard QMD for equilibrium ignores thermal 

corrections to XC
• QMD for transport ignores time-dependent XC

Mar$2,$2017 HED$seminar$LLNL 19



Many years of development

• Much development in plasma physics
– Eg book by Ichimaru

• Thermal homogeneous electron gas
– Various many-body calculations, Dharma-Wardana

and Perrot parametrization
– Eg XC potentials for electron-ion systems at finite temperature,Perrot, Francois and Dharma-wardana, M. 

W. C, PRA 1984

• More recently: CHNC, etc.
• But older work not at GGA level

Mar$2,$2017 HED$seminar$LLNL 20



Recent realistic QMD calculations

• Run VASP with thermal occupations
• Find self-consistent solution using, e.g. GGA or 

hybrid or meta-GGA
• Also calculate response properties like 

conductivity from Kubo response on MKS 
orbitals

• Always makes ground-state approximation 
(GSA) for XC

Mar$2,$2017 HED$seminar$LLNL 21



Two basic questions

• Warm XC equilibrium question:
– How important are thermal XC corrections to 

equilibrium?  These are ignored in QMD
– Errors in equil free energy, density, orbitals.

• Warm XC non-equilibrium question:
– How can we put in non-equilibrium effects? 
– Two distinct aspects

• Linear response, yielding transport properties
• Strong perturbations, e.g., stopping or strong radiation

• References: 
– Four recent papers by Pribram-Jones, Grabowski, Smith, 

and KB
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Equilibrium

• Mermin theorem 
(Levy constrained 
search)

• Mermin-KS 
equations:
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Thermal Corrections to Density Functional Simulations of Warm Dense Matter

J. C. Smith,1 A. Pribram-Jones,2 and K. Burke1, 2

1Department of Physics and Astronomy, University of California, Irvine, CA 92697
2Department of Chemistry, University of California, Irvine, CA 92697

(Dated: September 9, 2015)

Present density functional calculations of warm dense matter often use the Mermin-Kohn-Sham
(MKS) scheme at finite temperature, but employ ground-state approximations to the exchange-
correlation (XC) free energy. In the simplest solvable non-trivial model, an asymmetric Hubbard
dimer, we calculate the exact many-body energies, the exact Mermin-Kohn-Sham functionals for
this system, and extract the exact XC free energy. For moderate temperatures and weak correlation,
we show this approximation is excellent, but fails for stronger correlations. We plot various free
energy correlation components and the adiabatic connection formula.

I. INTRODUCTION

Recent decades have seen enormous advances in the use
of DFT calculations[1] of warm dense matter, a highly
energetic phase of matter that shares properties of solids
and plasmas[2]. Materials under the extreme tempera-
tures and pressures necessary to generate WDM can be
found in astronomical bodies, within inertial confinement
fusion capsules, and during explosions and shock physics
experiments[3]. These calculations are used in the de-
scription of planetary cores[4, 5], for the development of
experimental standards[6, 7], for prediction of material
properties[8–10], and in tandem with experiments push-
ing the boundaries of accessible conditions[11].

In almost all of these calculations, a crucial approxi-
mation is made: The exchange-correlation (XC) free en-
ergy depends on the temperature[12? ], but is approxi-
mated by a standard ground-state approximation (GSA).
Since most calculations are for extended systems, these
often (but not always) use the PBE generalized gradient
approximation[13]. These Mermin-Kohn-Sham (MKS)
[14, 15] calculations predict several key properties, such
as the free energy and density for a given distribution
of the nuclei, and any properties that can be extracted
from these, such as equations of state of materials and
Hugoniot shock curves[16]. If the exact temperature-
dependent XC free energy were known, such properties
would be exact[17]. In some of these calculations, a fur-
ther approximation is made when response properties are
extracted from the thermal KS orbitals[8], but that is not
one we examine here. We note that although no-one has
shown that the lack of thermal XC corrections is a fa-
tal flaw in a given calculation, the pervasive use of this
uncontrolled approximation is an underlying concern.

The only thermal XC approximation commonly used
is thermal LDA (TLDA), i.e., a local density approx-
imation using the XC free energy of a uniform gas
at finite temperature[15], though recent work has pro-
posed a method that generates gradient corrections to
XC[18]. Recent quantum Monte Carlo calculations[19]
have been devoted to accurate calculation of the uniform
gas XC free energy, and improved parameterizations have
resulted[20]. But since chemically realistic calculations

require a GGA-level treatment for su�cient accuracy at
zero temperature[21], inclusion of thermal e↵ects at the
LDA-level alone can never resolve this question unam-
biguously (and might even worsen results).
Tremendous progress and insight has been gained in

ground-state DFT from use of exactly solvable model sys-
tems, against which not just the energy, but also its in-
dividual components and the density can be compared.
Examples include the benchmark calculations of Umri-
gar and coworkers for spherical atoms[22], the Hooke’s
atom[23], and many recent works in time-dependent
DFT[24? , 25]. But even the simplest system, such as an
isolated atom with a thermal average of one electron per
atom, is di�cult to imagine solving exactly as the exact
partition function includes sums over all electron num-
bers, with important many-body e↵ects for all N > 1.
Without an exact solution, it is di�cult to determine
when the GSA is a good one in MKS calculations.
In the present work, we calculate the exact thermal

energy and density of a simple model, an asymmetric
two-site Hubbard dimer[26]. We use the site-occupation
functional theory[27] to construct an MKS system and
calculate the KS quantities. Subtraction yields exact XC
free energies and their individual components. We choose
parameters loosely corresponding to the warm dense mat-
ter regime and show that both free energies and densities
are highly accurate in this regime, suggesting that errors
due to GSA are typically irrelevant.
We begin with thermal DFT[14]. For an ensemble in

thermal equilibrium with a bath at temperature ⌧ , the
free energy may be found from:

A = min
n

✓

F [n] +

Z

d3r (v(r)� µ)

◆

(1)

where v(r) is the one-body potential, µ is the chemical
potential, and the minimization is over all positive den-
sities with finite kinetic energy. The Mermin functional
is

F [n] = min
�!n

Tr
n

(T̂ + V̂ee � ⌧ Ŝ)�
o

(2)

where T̂ is the kinetic energy operator, V̂ee the electron-
electron repulsion operator, Ŝ the entropy operator, and

1
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the minimization is over all statistical density matrices
with density n(r). The average particle number is deter-
mined uniquely by µ. Then one can construct the MKS
equations[17]

⇢

�1

2
r2 + v⌧S (r)

�

�⌧
i (r) = ✏⌧i �

⌧
i (r), (3)

v⌧S [n](r) = v(r) + vH[n](r) + v⌧XC[n](r), (4)

where vH[n](r) is just the usual Hartree potential. The
density is the sum over all orbitals,

n⌧ (r) =
X

i

f⌧
i |�⌧

i (r)|2, (5)

where f⌧
i = (1+e(✏

T
i �µ)/⌧ )�1 are their Fermi occupations.

When solved with the exact v⌧XC[n](r), these reproduce
the exact density of the physical system.

We apply this technology to the asymmetric Hubbard
dimer. The DFT version of a lattice model is called site-
occupation functional theory (SOFT)[28] and has been
throroughly explained for the ground state in a recent
review[26]. The Hamiltonian is

Ĥ = �t
X

�

⇣

ĉ†1� ĉ2� + h.c.
⌘

+
X

i

(Un̂i"n̂i# + vin̂i) (6)

where ĉ†(ĉ) are electron creation (annihilation) operators
and n̂i� = ĉ†i� ĉi� are number operators, t is the strength
of electron hopping between sites, U the Coulomb repul-
sion when two electrons are on the same site, and vi is
the external potential on each site. Without loss of gen-
erality, we choose v1 + v2 = 0, �v = v2 � v1, and denote
the occupation di↵erence �n = n2 � n1. The hopping
term plays a role logically analogous to the kinetic energy
of Eq. (2) but it is in fact always negative. We choose
units where 2 t = 1 and we vary U and �v.

Next we calculate the finite-temperature many-body
energy and density for the Hubbard dimer. Begin with
the (grand-canonical) partition function

ZG =
X

i,N

e(µN�Ei(N))/⌧ (7)

where Ei(N) is the i-th energy level of the Hamiltonian
withN particles. The energy for 0 through 4 particles are
known explicitly[], yielding the exact parition function
and, from that, the exact free energy via A = µN �
⌧ log(ZG). We can also calculate the exact occupation
di↵erence from the ensemble average of �̂n. [JS, HOW?]

To construct the MKS system for the Hubbard dimer
within SOFT, we simply repeat the exercise for U = 0,
i.e., a tight-binding dimer. Then

�n = �2 sin� tanh↵ (8)

where ↵ = (4⌧ cos�)�1, sin� = x/
p
1 + x2, ⌧ is in units

of 2t, and x = �vS/2 t. This inverse of this relation

yields �vS(�n), the exact KS site-potential di↵erence
that yields a given occupation density. The Hartree(-
exchange) energy (in the standard DFT definition) is (for
this model)

UHX =
U

2

✓

1 +
�n2

4

◆

(9)

and this definition is independent of the temperature.
The thermal MKS hopping enery is just that of this tight-
binding problem:

TS/(2t) = �n/x (10)

and the MKS entropy is

SS = log
�

16 cosh4 ↵� tanh↵/(4⌧ cos�)
 

(11)

With these simple results, we can now extract the corre-
lation free energy for this problem as

AC = (T ⌧
I � T ⌧

S )� ⌧(S⌧ � S⌧
S ) + (V ⌧

ee � UHX) (12)

where T ⌧ , S⌧ , and V ⌧
ee are calculated from the many-body

problem. A⌧
C is what we study and we know of no other

exact calculation of this quantity for a finite system.
There is in fact a vast parameter space to be explored

in this model as, choosing 2 t = 1, we can vary U , �v, ⌧ ,
and hNi. Here, our focus is on testing thermal calcula-
tions using ground-state approximations. We will always
choose hNi = 2, which in fact means µ = 0 here[]. We
focus on the corner U, ⌧ < 1, so as to mimic WDM cal-
culations of weakly correlated materials. In particular,
we avoid warming our model so much that properties are
strongly influenced by the very limited Hilbert space. At
least at zero temperature and in the symmetric case, the
distinction between weak and strong correlation is very
well characterized here. An expansion in powers of U
converges absolutely up to U = 4t and diverges beyond
that; similarly, an expansion in 1/U converges absolutely
only for U > 4t.

FIG. 1. Free energy for di↵erent values of �v.

In Fig. 1, we plot the free energy as a function of
temperature for several di↵erent systems, both exactly

2

9/ 17
file: js9˙9 Total pages: 5

the minimization is over all statistical density matrices
with density n(r). The average particle number is deter-
mined uniquely by µ. Then one can construct the MKS
equations[17]

⇢

�1

2
r2 + v⌧S (r)

�

�⌧
i (r) = ✏⌧i �

⌧
i (r), (3)

v⌧S [n](r) = v(r) + vH[n](r) + v⌧XC[n](r), (4)

where vH[n](r) is just the usual Hartree potential. The
density is the sum over all orbitals,

n⌧ (r) =
X

i

f⌧
i |�⌧

i (r)|2, (5)

where f⌧
i = (1+e(✏

T
i �µ)/⌧ )�1 are their Fermi occupations.

When solved with the exact v⌧XC[n](r), these reproduce
the exact density of the physical system.

We apply this technology to the asymmetric Hubbard
dimer. The DFT version of a lattice model is called site-
occupation functional theory (SOFT)[28] and has been
throroughly explained for the ground state in a recent
review[26]. The Hamiltonian is
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Density-functional theory (DFT) for electrons at finite temperature is increasingly important in

condensed matter and chemistry. The exact conditions that have proven crucial in constraining and

constructing accurate approximations for ground-state DFT are generalized to finite temperature, includ-

ing the adiabatic connection formula. We discuss consequences for functional construction.
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Because of the small mass ratio between electrons and
nuclei, standard electronic structure calculations treat the
former as being in their ground state, but routinely account
for the finite temperature of the latter, as in ab initio
molecular dynamics [1]. But as electronic structure meth-
ods are applied in ever more esoteric areas, the need to
account for the finite temperature of electrons increases.
Phenomena where such effects play a role include rapid
heating of solids via strong laser fields [2], dynamo effects
in giant planets [3], magnetic [4,5] and superconducting
phase transitions [6,7], shock waves [8,9], warm dense
matter [10], and hot plasmas [11–13].

Within density-functional theory (DFT), the natural
framework for treating such effects was created by
Mermin [14,15]. The application of that work to the
Kohn-Sham (KS) scheme at finite temperature also yields
a natural approximation: treat KS electrons at finite tem-
perature but use ground-state exchange-correlation (XC)
functionals. This works well in recent calculations [8,10],
where inclusion of such effects is crucial for accurate
prediction. This assumes that finite-temperature effects
on exchange correlation are negligible relative to the KS
contributions, which may not always be true.

The uniform electron gas at finite temperature (also
called the one-component plasma) has been well studied,
and has in the past provided the natural starting point for
DFT studies of such finite-temperature XC effects, such as
input into the local density approximation (LDA) at finite
temperature [16]. However, the LDA is too inaccurate for
most modern applications of DFT, and almost all recent
calculations use a generalized gradient approximation
(GGA) or hybrid with exchange [17]. The errors of LDA
would typically be enormous relative to the temperature
corrections we seek, especially for correlation, and so could
lead to quite misleading results. Accurate calculation of
finite-temperature contributions requires accurate approxi-
mate functionals. Magnetic phase transitions bear an addi-
tional difficulty: The low-lying excitations are collective,
i.e., magnons whose description requires a noncollinear

version of spin DFT. Hence, a finite-temperature version
of spin DFT involving only spin-up and spin-down den-
sities and thus only spin-flip excitations is bound to fail in
predicting, e.g., the critical temperature [4].
The most fundamental steps toward both understanding

a functional and creating accurate approximations are de-
riving its inequalities from the variational definition of the
functional. These yield both the signs of energy contribu-
tions and, via uniform scaling of the spatial coordinates,
basic equalities and inequalities that nonempirical func-
tionals should satisfy by construction. The adiabatic con-
nection formula [18] is intimately related. Here, we
(i) establish components of the fundamental functional
needed for treating finite temperature, (ii) prove the most
basic properties (signs of the energy contributions),
(iii) show that the temperature must be scaled simulta-
neously with the spatial coordinate, (iv) derive the inequal-
ities under such scaling, and (v) give the adiabatic
connection formula for finite temperature. These results
establish the basic rules for all finite-temperature KS
treatments.
Central to the thermodynamic description of many-

electron systems is the grand-canonical potential, defined
as the statistical average of the grand-canonical operator

!̂ ¼ Ĥ! !Ŝ!"N̂; (1)

where Ĥ, Ŝ, N̂, !, and " are the Hamiltonian, entropy, and
particle-number operators, temperature, and chemical po-
tential, respectively. In detail, Ĥ ¼ T̂ þ V̂ee þ V̂, where T̂
and V̂ee are the kinetic energy and the Coulomb electron-
electron interaction operators, and V̂ represents an external
scalar potential vðrÞ. The entropy operator is given by
Ŝ ¼ !k ln"̂, where k is the Boltzmann constant and "̂ ¼P

N;iwN;ij#N;iih#N;ij is a statistical operator, with j#N;ii
and wN;i being orthonormalN-particle states and statistical
weights, respectively, with the latter satisfying the
(normalization) condition

P
N;iwN;i ¼ 1. The statistical av-

erage of an operator Â is obtained as
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A½!̂" ¼ Trf!̂ Âg ¼
X

N

X

i

wN;ih"N;ijÂj"N;ii: (2)

The thermodynamical equilibrium properties of
many-electron systems are obtained from the knowledge
of the grand-canonical statistical operator !̂0 ¼P

N;iw
0
N;ij"0

N;iih"0
N;ij, where j"0

N;ii are the N-particle

eigenstates of Ĥ with energies E0
N;i, and the equilibrium

statistical weights are given by w0
N;i ¼

exp½$!ðE0
N;i $"NÞ"=PN;i exp½$!ðE0

N;i $"NÞ", where

! ¼ 1
k# [19]. The Gibbs principle ensures that !̂0 mini-

mizes the statistical average of the grand-potential opera-
tor. We emphasize that !̂0 is unique [14] and that in the
limit of zero temperature, for systems with degenerate
ground states, it leads to ensembles with equal statistical
weights.

To create a DFT at finite temperature, Mermin [14]
rewrites this as (in modern parlance)

##
v$" ¼ min

n

!
F#½n" þ

Z
d3r nðrÞðvðrÞ $"Þ

"
; (3)

where the minimizing nðrÞ is the equilibrium density n0ðrÞ,
and

F#½n" :¼ min
!̂!n

F#½!̂" ¼ min
!̂!n

fT½!̂" þ Vee½!̂" $ #S½!̂"g (4)

is the finite-temperature analog of the universal
Hohenberg-Kohn functional, defined through a constrained
search [19,20]. This depends only on # and not on ".
We denote !̂#½n" as the minimizing statistical operator in
Eq. (4), and define the density functionals:

T#½n" :¼ T½!̂#½n""; V#
ee½n" :¼ Vee½!̂#½n"";

S#½n" :¼ S½!̂#½n"";
(5)

i.e., each density functional is the trace of its operator over
the minimizing !̂ for the given # and density.

Next consider a system of noninteracting electrons at the
same temperature #, and denote its one-body potential as
vSðrÞ. All the previous arguments apply, and we choose
vSðrÞ to make its density match that of the interacting
problem. This defines the KS system at finite temperature.
Because it arises so often in this work, we define the
kentropy as

K#½!̂" :¼ T½!̂" $ #S½!̂"; (6)

and we show it plays an analogous role to the kinetic
energy in ground-state DFT, to which it reduces as #!0.
The noninteracting functional is just

F#
S½n" :¼ min

!̂!n
K#½!̂" ¼ K#½!̂#

S½n"" (7)

from Eq. (4) applied without Vee, and we define

T#
S½n" :¼ T½!̂#

S½n""; S#S½n" :¼ S½!̂#
S½n"": (8)

Next we define the difference functionals that are crucial to
the KS method. We write

V#
ee;s½n" :¼ Vee½!̂#

S½n"" ¼ U#½n" þ##
X½n"; (9)

where U#½n" in terms of the density has the form of the
usual Hartree energy, and expressing##

X½n" in terms of the
module square of the one-body density matrix stemming
from !̂#

S½n" [21], we observe that ##
X½n" ( 0.

The kinetic correlation is

T#
C½n" :¼ T½!̂#½n"" $ T½!̂#

S½n""; (10)

and similarly define S#C½n" and K#
C½n", while the potential

contribution is

U#
C½n" :¼ Vee½!̂#½n"" $ Vee½!̂#

S½n"": (11)

The sum of the energy components is, as in ground-state
DFT, the correlation energy, E#

C½n" :¼ T#
C½n" þU#

C½n",
while the grand-canonical correlation potential is

##
C½n" :¼ K#

C½n" þU#
C½n" ¼ E#

C½n" $ #S#C½n"; (12)

and ##
XC½n" :¼ ##

X½n" þ##
C½n".

We now prove the most basic theorems about the signs
of our quantities. To show that the correlation kentropy (or
kentropic correlation) is always positive, we begin by
noting K#½!̂#

S½n"" ( K#½!̂#½n"", because !̂#
S½n" minimizes

K#½!̂". By inserting the definition, Eq. (6), we find
K#

C½n" ) 0, with equality only when the interaction is
zero. It is the kentropic correlation that is guaranteed to
be positive, not the kinetic correlation alone, contrary to
the pure ground-state case [22]. Similarly, since
F#½!̂#½n"" ( F#½!̂#

S½n"", we find ##
C½n" ( 0. Combining

these results with Eq. (12) implies U#
C½n" ( 0. Thus,

##
X½n" ( 0; ##

C½n" ( 0; U#
C½n" ( 0; K#

C½n" ) 0;

(13)

and no approximation should violate these basic rules.
Some of the most important results in ground-state DFT

come from uniform scaling of the coordinates [22,23]. In the
following considerations, when we refer explicitly to wave
functions, we restrict ourselves to finite systems, i.e., to
square-integrable wave functions over the domain R3N . In
this Letter we do not carry out the thermodynamic limit; i.e.,
extended electronic systems and phase transitions are not
considered. Under norm-preserving homogeneous scaling
of the coordinate r ! $r, with $> 0, to the scaled wave
function [22]

"$ðr1; . . . ; rNÞ :¼ $3=2N"ð$r1; . . . ;$rNÞ (14)

corresponds the scaled density n$ðrÞ ¼ $3nð$rÞ.
Writing "$ðr1; . . . ; rNÞ ¼ hr1; . . . ; rNj"$i in terms of the
(representation-free) element j"$i of the Hilbert space, the
scaled statistical operator is defined as

!̂ $ :¼
X

N

X

i

wN;ij"$
N;iih"$

N;ij; (15)
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where the statistical weights are held fixed; i.e., the scaling
only acts on the states.

With the above definition, the statistical average of an
operator whose pure-state expectation value scales
homogeneously [22], scales homogeneously as well. In
particular, we have T½!̂!" ¼ !2T½!̂", Vee½!̂!" ¼ !Vee½!̂",
N½!̂!" ¼ N½!̂", and S½!̂!" ¼ S½!̂". The scaling behavior of
the density functionals is, however, more subtle. First
consider the noninteracting functionals in some detail.
Because !̂"

S½n" minimizes K", Eq. (7), and

K"½!̂!" ¼ !2

!
T½!̂" $ "

!2 S½!̂"
"
¼ !2K"=!2½!̂"; (16)

then

!̂ "
S½n!" ¼ !̂"=!2

S;! ½n"; F"
S½n!" ¼ !2F"=!2

S ½n": (17)

In particular, we notice that

S"s ½n!" ¼ S"=!
2

s ½n": (18)

For noninteracting electrons, the statistical operator at a
given temperature that is the minimizer for a given scaled
density is simply the scaled statistical operator, but at a
scaled temperature, an effect that is obviously absent in the
ground-state theory.

There are further simple implications. First, if we invert
the sense of Eq. (17), we can write

F"0
S ½n" ¼

"0

"
F"
S½n ffiffiffiffiffiffiffi

"="0
p "; (19)

i.e., knowledge of F"
S½n" at any one finite " generates its

entire temperature dependence, via scaling. Furthermore, it
must always collapse to the ground-state KS kinetic energy
under scaling to the high-density limit:

TS½n" ¼ lim
!!1

F"
S½n!"=!2: (20)

Similarly, in the low-density limit

S1S ½n" ¼ $lim
!!0

F"
S½n!"="; (21)

where S1S ½n" is the noninteracting KS entropy in the high-
temperature limit.

Next, we consider the interacting case. The exchange
contribution is much simpler than correlation because it is
extracted from the one-particle density matrix. Because
Vee½!̂" andU½!̂" scale linearly with !, and using the simple
scaling relation for !̂S, Eq. (17),

""
X½n!" ¼ !""=!2

X ½n": (22)

This scaling result is important in ground-state DFT, where
it restricts the dependence of the exchange-enhancement
factor to depending on just the reduced density gradient
[23]. But the more interesting case is correlation. From the
definition, Eq. (4),

F"½n!" % F"½!̂"0
! ½n""; (23)

since !̂"0
! ½n" has density n!, and "0 is any temperature.

Using the scaling properties and choosing "0 ¼ "=!2, the
fundamental inequality of scaling is

K"½n!" þ V"
ee½n!" % !2K"=!2½n" þ !V"=!2

ee ½n": (24)

To find a condition on the kentropy alone, define n0ðrÞ ¼
n!ðrÞ, !0 ¼ 1=!, and "0 ¼ "=!2 in Eq. (24). Multiply the
result by !0, and combine with Eq. (24), to find

K"½n!" % !2K"=!2½n"; ! ) 1: (25)

This is the finite-temperature analog of the subquadratic
scaling of the kinetic energy in the real system [22].
Another combination isolates the repulsive contributions:

V"
ee½n!" ) !V"=!2

ee ½n"; ! ) 1: (26)

These inequalities loosely constrain the behavior of these
large energies. It is much more important to subtract out
KS quantities that scale simply, to find for ! ) 1:

K"
C½n!" % !2K"=!2

C ½n"; U"
C½n!" ) !U"=!2

C ½n": (27)

One more application of Eq. (24) yields

""
C½n!" ) !""=!2

C ½n"; ! ) 1; (28)

the fundamental scaling inequality for the correlation con-
tribution to the grand-canonical potential. The inequalities,
Eqs. (25)–(28), which are reversed if !< 1, provide tight
constraints on these functionals and are routinely used in
nonempirical functional construction in the ground state
[23]. For example, combining Eq. (22) with Eq. (28) in the
high-density limit yields

""
X½n" ¼ lim

!!1
"!2"

XC ½n!"=!: (29)

This scaling procedure can usually be applied easily to any
approximate ""

XC½n" to extract its separate exchange and
correlation contributions.
Lastly, we consider the adiabatic coupling constant for

finite temperature, its relationship to scaling, and derive the
adiabatic connection formula. We define

F";#½n" ¼ min
!̂!n

fT½!̂" þ #Vee½!̂" $ "S½!̂"g; (30)

with !̂";#½n" being the corresponding minimizing !̂. By
scaling, it is straightforward to show

!̂ ";#½n" ¼ !̂"=#2

# ½n1=#"; F";#½n" ¼ #2F"=#2½n1=#"; (31)

where quantities with one superscript are evaluated at
# ¼ 1. Equation (31) is the interacting generalization
of Eq. (17) and shows that, even in the presence of
interactions, simple equalities are possible, but at the price
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of altering the coupling constant. In particular we notice
that

S!;"½n" ¼ S!="
2½n1="": (32)

Of course, noninteracting functionals are not affected by a
coupling constant modification. Equation (22) implies that
the exchange and Hartree density functionals have a linear
dependence on ". Employing the minimization property of
Eq. (30) and the Hellmann-Feynman theorem, we find

!!
XC½n" ¼

Z 1

0
d"U!

XC½n"ð"Þ; (33)

where

U!
XC½n"ð"Þ ¼ Vee½"̂!;"½n"" &U!½n": (34)

Equation (33) is the finite-temperature adiabatic connec-
tion formula, whose zero-temperature limit played a cen-
tral role in ground-state DFT. U!

XC½n"ð0Þ ¼ !!
X½n"< 0

[Eq. (13)], and the scaling inequalities can be combined,
analogously to Ref. [22], to show that U!

XC½n"ð"Þ is mono-
tonically decreasing in ".

So far, all results presented have been exact. To see
them in practice, consider the finite-temperature LDA to
!!

XC½n":

!LDA!
XC ½n" ¼

Z
d3r!unif!

XC ðnðrÞÞ; (35)

where !unif!
XC ðnÞ is the XC grand-canonical potential den-

sity of a uniform electron gas of density n. Because a
uniform electron gas is a quantum mechanical system, its
energies satisfy all our conditions, guaranteeing by con-
struction that LDA satisfies all the exact conditions listed
here. In the Jacob’s ladder of functional construction [17],
more sophisticated approximations should also satisfy
these conditions. To give one simple example, Eq. (22)
implies

!unif!
X ðnðrÞÞ ¼ eunifX ðnðrÞÞFXð~!ðrÞÞ; (36)

where eunifX ðnðrÞÞ ¼ &AXn
4=3ðrÞ, AX ¼ ð3=4#Þð3#2Þ1=3,

and ~!ðrÞ ¼ !=n2=3ðrÞ is a dimensionless measure of the
local temperature. Thus the largest fractional deviations
from ground-state results should occur (in LDA) in regions
of lowest density, but these contribute less in absolute
terms. For a generalized gradient approximation, Eq. (22)
implies

!GGA!
X ðnðrÞ; jrnjðrÞÞ ¼ eunifX ðnðrÞÞFXðsðrÞ; ~!ðrÞÞ; (37)

where the dimensionless gradient s is jrnj=ð2kFnÞ and
kF ¼ ð3#2nÞ1=3; i.e., the exchange-enhancement factor
FXðs; ~!Þ depends on the temperature only via ~!.

In summary, there is a present lack of approxi-
mate density functionals for finite temperature. We have
derived many basic relations needed to construct such

approximations, and expect future approximations to either
build these in or be tested against them. In principle, such
approximations should already be implemented in high-
temperature DFT calculations, at least at the LDA level, as
a check that XC corrections due to finite temperature do
not alter calculated results. If they do, more accurate
approximations than LDA will be needed to account for
them.
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Constructing thGGA

• Need 
– exact conditions to constrain functional
– highly accurate calculations to compare with.
– gradient expansion

• thLDA
– XC for uniform gas roughly known for long time (but 

not used in modern QMD)
– Recent interest means PRL each year on subject
– Should not use in combo with GGA
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Exact conditions

• Look like standard formulas, but really very 
different.

• For As and EX, can be quite simple; much more 
subtle for correlation.

• E.g., found adiabatic connection formula can 
be written as 

• APJ and KB, arXiv:1509.03060
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Connection formula for thermal density functional theory

A. Pribram-Jones1 and K. Burke1, 2

1Department of Chemistry, University of California, Irvine, CA 92697
2Department of Physics and Astronomy, University of California, Irvine, CA 92697

(Dated: September 9, 2015)

The adiabatic connection formula of ground-state density functional theory relates the correlation
energy to a coupling-constant integral over a purely potential contribution, and is widely used to
understand and improve approximations. The corresponding formula for thermal density functional
theory is cast as an integral over temperatures instead, ranging upwards from the system’s physical
temperature to infinite temperatures. Several formulas yield one component of the thermal correla-
tion free energy in terms of another, many of which can be expressed either in terms of temperature-
or coupling-constant integration. We illustrate with the uniform electron gas. BurkeID: BG00101

The adiabatic connection formula[1–3], often derived
via the Hellmann-Feynman theorem[4, 5], has been used
extensively as an interpretive and development tool in
density functional theory (DFT). By scaling the electron-
electron interaction with a coupling constant, while keep-
ing the density fixed, one constructs a path from the
non-interacting Kohn-Sham system to the fully interact-
ing system of interest. This yields the the exchange-
correlation (XC) energy as an integral over only a purely
potential contribution.

For equilibrium systems at finite (i.e., non-zero) tem-
peratures, Mermin[6] generalized the HK theorems of
ground-state DFT. Applying the theorem to the Kohn-
Sham scheme of fictitious non-interacting electrons with
the same equilibrium density, one finds a set of thermal
KS equations[7], in which the KS orbitals are thermally
occupied via a Fermi function. The relation to the physi-
cal system is given by the thermal XC free energy, which
now includes an entropic contribution. The dependence
of the Hartree and exchange energies on the coupling con-
stant is simple[8], but the thermal correlation free energy
is more complicated. Relating scaling to the coupling
constant, the thermal adiabatic connection formula was
derived in Ref. [8]. (Is it in Sam’s papers?)

Here, we show that the adiabatic connection formula at
finite temperature can be recast as an integral over tem-
peratures, without changing the coupling constant. This
thermal connection formula for the XC free energy at
temperature ⌧ is

A⌧
XC[n] =

⌧

2

Z 1

⌧

d⌧ 0

⌧ 02
U⌧ 0

XC[np⌧ 0/⌧
] (1)

where U⌧
XC[n] is the purely potential contribution to the

XC free energy, and

n�(r) = �3 n(�r) (2)

is the usual coordinate scaling of the density introduced
by Levy and Perdew[9] for the ground-state problem.
Thus Eq. (29) extracts the XC free energy, including
both kinetic and entropic contributions, from the inter-
action contribution alone. Intriguingly, it is expressed as
an integral over all temperatures higher than the temper-
ature of interest.

However, just as in ground-state DFT, knowledge of
any component of the correlation energy as a functional
of the density is su�cient to determine any other. Thus
approximations to the correlation energy can be made for
any one of these components, and converted into, e.g., an
approximation to the correlation free energy. An example
is the ‘upside-down’ adiabatic connection in which, for
strongly correlated systems, it can be advantageous to de-
rive approximations to the kinetic correlation energy[10?
? , 11]. Such formulas were written down and collected
explicitly in Ref. [12], and even used to construct accu-
rate and approximate adiabatic connection curves.
This paper reports the derivation and many results for

these formulas at non-zero temperatures, with examples
from the uniform gas. Atomic units are used throughout,
with energies in Hartrees and distances in Bohr radii.
To begin, we review only those thermal DFT con-

cepts needed to proceed, beginning with the Mermin-
Kohn-Sham (MKS) equations. For a full introduction to
thermal DFT, please see Ref. [7]. The MKS equations
closely resemble those at zero temperature, though they
are complicated by temperature-dependent eigenvalues
and chemical potential:



�1

2
r2 + v⌧S (r)

�

�⌧
i (r) = ✏⌧i �

⌧
i (r) (3)

where v⌧S (r) is defined by requiring that the resulting
thermal density

n⌧ (r) =
X

i

f⌧
i |�i(r)|2, (4)

matches that of the physical problem, where

f⌧
i =

⇣

1 + e(✏
⌧
i �µ)/⌧

⌘�1
. (5)

are Fermi occupation factors at temperature ⌧ . The
chemical potential µ is chosen to yield the desired av-
erage number of electrons, N . In the usual way[? ], the
free energy of the physical system is

A = T + Vee + V � ⌧S (6)
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Exact conditions on entropy

• Use definition to show equality:

• Can also prove inequalities:

• For XC
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where the argument distinguishes functionals of the den-
sity from those of the density-matrix. The free energy of
a given system can be found from

A⌧ = min
n

⇢
F ⌧ [n] +

Z
d3r v(r)n(r)

�
. (5)

We denote by �⌧ [n] the statistical density matrix that
minimizes F̂ ⌧ and yields density n(r). Then:

dF ⌧ [n]

d⌧
=

@F ⌧ [�]

@⌧
+

Z
d�

@F ⌧ [�]

@�

d�⌧ [n]

d⌧
, (6)

where all are evaluated at �⌧ [n]. Because �⌧ [n] is the
minimizer, its derivative with respect to temperature (or
any variable) vanishes. Thus

dF ⌧ [n]

d⌧
= �S⌧ [n]. (7)

This is the DFT analog of the standard thermodynamic
relation[24], and implies

F ⌧ [n] = F 0[n]�
Z ⌧

0
d⌧ 0 S⌧ 0

[n], (8)

where F 0[n] is the ground-state functional[12].
Given a Mermin functional (approximate or exact, in-

teracting or not), Eq. (7) defines what the corresponding
entropy functional must be. Since coordinate scaling[22]
can separate the kentropic and potential contributions in
F , Eq. (7) allows the entropic and kinetic energy func-
tionals to be separated. Alternatively, given an entropy
functional, Eq. (7) defines the temperature-dependence
of the corresponding Mermin functional. Since the en-
tropy is always positive,

dF ⌧ [n]/d⌧  0, (9)

i.e., the Mermin functional is monotonically decreasing.
Now consider what happens when, for a given density

and temperature ⌧ , we evaluate the Mermin functional
on the density matrix for that density but at a di↵erent
temperature. By the variational principle, Eq. (5),

F ⌧ [�⌧ 0
[n]] � F ⌧ [n], (10)

for any value of ⌧ 0. Thus

FI[�
⌧ 0
[n]]� ⌧ S[�⌧ 0

[n]] � F ⌧
I [n]� ⌧ S⌧ [n], (11)

or

F ⌧ 0

I [n]� ⌧ S⌧ 0
[n] � F ⌧

I [n]� ⌧ S⌧ [n]. (12)

Since this result is true for any pair of temperatures, we
reverse ⌧ and ⌧ 0 to find:

F ⌧
I [n]� ⌧ 0 S⌧ [n] � F ⌧ 0

I [n]� ⌧ 0 S⌧ 0
[n]. (13)

Addition of Eqs. (12) and (13) yields

(⌧ � ⌧ 0) (S⌧ [n]� S⌧ 0
[n]) � 0, (14)

so that the entropy monotonically increases with ⌧ :

dS⌧ [n]/d⌧ � 0. (15)

Combining this with Eq. (7) implies

d2F ⌧ [n]/d⌧2  0. (16)

Thus F ⌧ [n] is concave downwards.
We can also isolate the behavior of F ⌧

I [n]. If we mul-
tiply Eq. (12) by ⌧ 0, and Eq. (13) by ⌧ , and add them
together, all entropic contributions cancel, yielding

(⌧ 0 � ⌧) (F ⌧ 0

I [n]� F ⌧
I [n]) � 0, dF ⌧

I [n]/d⌧ � 0. (17)

Both F ⌧
I [n] and S⌧ [n] are monotonically increasing, but

the net e↵ect is that the Mermin free energy is decreasing.
Applying these conditions to the Mermin-Kohn-Sham

electrons[14], we find

dF ⌧
S [n]/d⌧ = �S⌧

S [n], (18)

and the inequalities

dT ⌧
S [n]

d⌧
,
dS⌧

S [n]

d⌧
� 0 � dF ⌧

S [n]

d⌧
,
d2F ⌧

S [n]

d⌧2
(19)

where subscript s denotes non-interacting, and F ⌧
S [n] =

T ⌧
S [n]� ⌧ S⌧

S [n].

FIG. 1. Energy components for the Hubbard dimer in units of
2 t, where U = 2 t and �n = 0: F ⌧ , F ⌧

I , S
⌧ , both interacting

(solid) and non-interacting (dashed).

To illustrate these results, we calculate all energy com-
ponents for an asymmetric Hubbard dimer, as described
in Ref. [25]. Here t is the hopping energy, U the on-site
repulsion, and�n the di↵erence in site occupations. This
is the simplest possible model in which one can perform
an exact thermal calculation, including the exact ther-
mal correlation components. Fig. 1 shows the energy
components, both interacting and non-interacting, as a
function of temperature for fixed �n = 0. All our exact
conditions are satisfied for many values of �n and U .
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any variable) vanishes. Thus
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where F 0[n] is the ground-state functional[12].
Given a Mermin functional (approximate or exact, in-

teracting or not), Eq. (7) defines what the corresponding
entropy functional must be. Since coordinate scaling[22]
can separate the kentropic and potential contributions in
F , Eq. (7) allows the entropic and kinetic energy func-
tionals to be separated. Alternatively, given an entropy
functional, Eq. (7) defines the temperature-dependence
of the corresponding Mermin functional. Since the en-
tropy is always positive,

dF ⌧ [n]/d⌧  0, (9)

i.e., the Mermin functional is monotonically decreasing.
Now consider what happens when, for a given density

and temperature ⌧ , we evaluate the Mermin functional
on the density matrix for that density but at a di↵erent
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d2F ⌧ [n]/d⌧2  0. (16)
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We can also isolate the behavior of F ⌧
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To illustrate these results, we calculate all energy com-
ponents for an asymmetric Hubbard dimer, as described
in Ref. [25]. Here t is the hopping energy, U the on-site
repulsion, and�n the di↵erence in site occupations. This
is the simplest possible model in which one can perform
an exact thermal calculation, including the exact ther-
mal correlation components. Fig. 1 shows the energy
components, both interacting and non-interacting, as a
function of temperature for fixed �n = 0. All our exact
conditions are satisfied for many values of �n and U .
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FIG. 2. Temperature dependence of the Mermin functional
for spin-unpolarized uniform gas for several values of the
Wigner-Seitz radius rS, using the XC parametrization of Ref.
[16], where ✏F is the Fermi energy.

At the other extreme is the uniform electron gas and
a modern parametrization of its free energy[16]. In the
special case of a uniform density and potential, our for-
mulas become the same as the standard thermodynamic
formulas. In Fig. 2, we plot the derivative of the free
energy per particle for fixed density (rS value) as a func-
tion of temperature, on the scale of the Fermi energy.
As rS ! 0, these curves converge to their well known[26]
non-interacting value, in which the derivative is negative
and decreasing everywhere, in accordance with Eq. (9).
Unfortunately, by decreasing the density so that XC ef-
fects become relatively more important, we find that the
parametrization violates our conditions for rS > 10 (the
QMC data on which it is based[26] does not have this
problem). Via Eq. (7), this implies that the entropy is
unphysically negative. While such low densities are ir-
relevant to most practical calculations using thLDA, pa-
rameterizations of the uniform gas should build in simple
exact conditions such as ours.

For extremely high temperatures, sums over KS eigen-
states become impractical, and only pure DFT can be ap-
plied. Because the uniform gas satisfies our conditions,
and because Thomas-Fermi (TF) theory uses local ap-
proximations to the kinetic and entropic contributions
which satisfy the conditions pointwise, we deduce that
TF theory satisfies our conditions. However, recent at-
tempts to go beyond TF theory, such as using generalized
gradient approximations for the energy[27–29], should be
tested for satisfaction of these constraints.

In the final section of this paper, we apply this rea-
soning to the MKS method. The Mermin functional is
written in terms of the MKS quantities and a correction:

F ⌧ [n] = F ⌧
S [n] + UH[n] +A⌧

XC[n], (20)

called the exchange-correlation (XC) free energy. (The
Hartree energy, UH[n], has no explicit temperature de-
pendence). The XC free energy is a sum of three compo-

nents:

A⌧
XC[n] = K⌧

XC[n] + U⌧
XC[n] = T ⌧

XC[n]� ⌧S⌧
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XC[n],
(21)

where U⌧
XC is the potential contribution and K⌧

XC is the
kentropic contribution, which in turn consists of T ⌧

XC, the
kinetic contribution, and �⌧S⌧

XC, where S⌧
XC is the en-

tropic contribution.
Subtract Eq. (18) from Eq. (7) to find

dA⌧
XC[n]

d⌧
= �S⌧

XC[n], (22)

or

A⌧
XC[n] = EXC[n]�

Z ⌧

0
d⌧ 0 S⌧ 0

XC[n]. (23)

All thermal XC e↵ects are contained in the XC contri-
bution to the entropy. This provides an intriguing alter-
native to the adiabatic connection formula of Ref. [22]
or the thermal connection formula of Ref. [23]. Our in-
equalities do not yield definite signs for XC quantities,
just limits:

dA⌧
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d⌧
 S⌧

XC,
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and
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We can also combine these with the coupling-constant
derivatives of Ref. [23] to find Maxwell-style relations:
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where � denotes evaluation at coupling-constant �, hold-
ing the density fixed[22].
Exchange can be isolated by considering the limit of

either weak interaction or scaling to the high-density
limit[22]. The exchange free energy is

A⌧
X[n] = Vee[�

⌧
S [n]]� UH[n] (27)

in a case of no degeneracies (the only case we consider
here). Because �⌧

S minimizes the kentropy alone, to first
order in �, kentropic corrections must be zero. Thus

K⌧
X[n] = 0, T ⌧

X [n] = ⌧ S⌧
X[n] = �⌧dA⌧

XC[n]/d⌧. (28)

It may seem odd to consider a kinetic contribution to ex-
change (impossible in the ground state), but T ⌧

X vanishes
as ⌧ ! 0 in Eq. (28). For a uniform gas, the thermal
exchange energy is well-known[26]. But for our Hubbard
dimer[25], when hNi = 2, we find EX[n] = �UH[n]/2, so
that T ⌧

X = S⌧
X = 0.

The results of Eq. (23) apply to correlation alone and
can be used in either direction, just as the relation for
the full functional. They are well-known for the uniform
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a modern parametrization of its free energy[16]. In the
special case of a uniform density and potential, our for-
mulas become the same as the standard thermodynamic
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fects become relatively more important, we find that the
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QMC data on which it is based[26] does not have this
problem). Via Eq. (7), this implies that the entropy is
unphysically negative. While such low densities are ir-
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states become impractical, and only pure DFT can be ap-
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as ⌧ ! 0 in Eq. (28). For a uniform gas, the thermal
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Use of exact conditions

• Automatically satisfied by LDA in MKS and by TF 
theory (because unif gas is a real WDM system)

• Can be used to check parametrizations of axc(rs,T) 
for unif gas

• Can be built-in to more advanced approximations, 
such as thGGA, constraining forms

• Can test other approximations against conditions
• Can think in terms of free energy, potential energy, 

or entropy alone (as all related).
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Test of unif gas parametrization

• Note:  This 
is unlikely 
to be an 
issue in any 
LDA 
calculation 
of a realistic 
material.
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[16], where ✏F is the Fermi energy.
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a modern parametrization of its free energy[16]. In the
special case of a uniform density and potential, our for-
mulas become the same as the standard thermodynamic
formulas. In Fig. 2, we plot the derivative of the free
energy per particle for fixed density (rS value) as a func-
tion of temperature, on the scale of the Fermi energy.
As rS ! 0, these curves converge to their well known[26]
non-interacting value, in which the derivative is negative
and decreasing everywhere, in accordance with Eq. (9).
Unfortunately, by decreasing the density so that XC ef-
fects become relatively more important, we find that the
parametrization violates our conditions for rS > 10 (the
QMC data on which it is based[26] does not have this
problem). Via Eq. (7), this implies that the entropy is
unphysically negative. While such low densities are ir-
relevant to most practical calculations using thLDA, pa-
rameterizations of the uniform gas should build in simple
exact conditions such as ours.

For extremely high temperatures, sums over KS eigen-
states become impractical, and only pure DFT can be ap-
plied. Because the uniform gas satisfies our conditions,
and because Thomas-Fermi (TF) theory uses local ap-
proximations to the kinetic and entropic contributions
which satisfy the conditions pointwise, we deduce that
TF theory satisfies our conditions. However, recent at-
tempts to go beyond TF theory, such as using generalized
gradient approximations for the energy[27–29], should be
tested for satisfaction of these constraints.

In the final section of this paper, we apply this rea-
soning to the MKS method. The Mermin functional is
written in terms of the MKS quantities and a correction:

F ⌧ [n] = F ⌧
S [n] + UH[n] +A⌧

XC[n], (20)

called the exchange-correlation (XC) free energy. (The
Hartree energy, UH[n], has no explicit temperature de-
pendence). The XC free energy is a sum of three compo-

nents:

A⌧
XC[n] = K⌧

XC[n] + U⌧
XC[n] = T ⌧

XC[n]� ⌧S⌧
XC[n] + U⌧

XC[n],
(21)

where U⌧
XC is the potential contribution and K⌧

XC is the
kentropic contribution, which in turn consists of T ⌧

XC, the
kinetic contribution, and �⌧S⌧

XC, where S⌧
XC is the en-

tropic contribution.
Subtract Eq. (18) from Eq. (7) to find

dA⌧
XC[n]

d⌧
= �S⌧

XC[n], (22)

or

A⌧
XC[n] = EXC[n]�

Z ⌧

0
d⌧ 0 S⌧ 0

XC[n]. (23)

All thermal XC e↵ects are contained in the XC contri-
bution to the entropy. This provides an intriguing alter-
native to the adiabatic connection formula of Ref. [22]
or the thermal connection formula of Ref. [23]. Our in-
equalities do not yield definite signs for XC quantities,
just limits:

dA⌧
XC

d⌧
 S⌧

XC,
d2A⌧

XC

d⌧2


����
dS⌧

XC

d⌧

���� , (24)

and

dT ⌧
XC

d⌧
� �dT ⌧

S

d⌧
,

dS⌧
XC

d⌧
� �dS⌧

S

d⌧
. (25)

We can also combine these with the coupling-constant
derivatives of Ref. [23] to find Maxwell-style relations:

✓
@UXC

@⌧

◆

�

= ��

✓
@SXC

@�

◆

⌧

(26)

where � denotes evaluation at coupling-constant �, hold-
ing the density fixed[22].
Exchange can be isolated by considering the limit of

either weak interaction or scaling to the high-density
limit[22]. The exchange free energy is

A⌧
X[n] = Vee[�

⌧
S [n]]� UH[n] (27)

in a case of no degeneracies (the only case we consider
here). Because �⌧

S minimizes the kentropy alone, to first
order in �, kentropic corrections must be zero. Thus

K⌧
X[n] = 0, T ⌧

X [n] = ⌧ S⌧
X[n] = �⌧dA⌧

XC[n]/d⌧. (28)

It may seem odd to consider a kinetic contribution to ex-
change (impossible in the ground state), but T ⌧

X vanishes
as ⌧ ! 0 in Eq. (28). For a uniform gas, the thermal
exchange energy is well-known[26]. But for our Hubbard
dimer[25], when hNi = 2, we find EX[n] = �UH[n]/2, so
that T ⌧

X = S⌧
X = 0.

The results of Eq. (23) apply to correlation alone and
can be used in either direction, just as the relation for
the full functional. They are well-known for the uniform



Exact calculations of WDM

• Crucial part of functional construction: Testing 
accuracy and reliabilty

• Revolution in chemistry due to existing G2 data 
set in 1993

• Very difficult to achieve quantum chemical 
accuracy for correlation energies at finite T

• Even difficult to do H atom (since you must 
included all particle numbers)
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1. Introduction

In condensed matter, the world of electronic structure theory 
can be divided into two camps: the weakly and the strongly 
correlated. Weakly correlated solids are almost always 
treated with density-functional methods as a starting point 
for ground-state properties [28, 31, 36, 49, 109]. Many-body 
(MB) approximations such as GW might then be applied to 

find properties of the quasi-particle spectrum, such as the gap 
[14, 181, 226]. This approach is ‘first-principles’, in the sense 
that it uses the real-space Hamiltonian for the electrons in 
the field of the nuclei, and produces a converged result that 
is independent of the basis set, once a sufficiently large basis 
set is used. Density functional theory (DFT) is known to be 
exact in principle, but the usual approximations often fail 
when correlations become strong [44].
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Abstract
This review explains the relationship between density functional theory and strongly 
correlated models using the simplest possible example, the two-site Hubbard model. The 
relationship to traditional quantum chemistry is included. Even in this elementary example, 
where the exact ground-state energy and site occupations can be found analytically, there is 
much to be explained in terms of the underlying logic and aims of Density Functional Theory. 
Although the usual solution is analytic, the density functional is given only implicitly. We 
overcome this difficulty using the Levy-Lieb construction to create a parametrization of the 
exact function with negligible errors. The symmetric case is most commonly studied, but we 
find a rich variation in behavior by including asymmetry, as strong correlation physics vies 
with charge-transfer effects. We explore the behavior of the gap and the many-body Green’s 
function, demonstrating the ‘failure’ of the Kohn–Sham method to reproduce the fundamental 
gap. We perform benchmark calculations of the occupation and components of the KS 
potentials, the correlation kinetic energies, and the adiabatic connection. We test several 
approximate functionals (restricted and unrestricted Hartree–Fock and Bethe Ansatz Local 
Density Approximation) to show their successes and limitations. We also discuss and illustrate 
the concept of the derivative discontinuity. Useful appendices include analytic expressions 
for Density Functional energy components, several limits of the exact functional (weak- and 
strong-coupling, symmetric and asymmetric), the Kohn–Sham hopping energy functional for 
3 sites, various adiabatic connection results, proofs of exact conditions for this model, and the 
origin of the Hubbard model from a minimal basis model for stretched H2.

Keywords: density functional theory, Hubbard model, strongly correlated electron systems
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DFT for Hubbard dimer
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where vMF
i� = vi� + U ni�̄. This ĤMF can be easily

diagonalized if one assumes space-homogeneity of the
occupations ni,� = n�. For large U , the broken symmetry
solution (often ferromagnetic) has lower energy than the
paramagnetic solution.

C. The two-site Hubbard model

We now specialize to a simple Hubbard dimer model
with open boundaries, but we allow di↵erent on-site spin-
independent energies by introducing a third term that
produces asymmetric occupations,

Ĥ = �t
X

�

(ĉ†1� ĉ2�+h.c)+U
X

i

n̂i" n̂i#+
X

i

vin̂i (27)

where we have made the choices t12 = t⇤21 = t and v1+v2 =
0. Our notation for this Hamiltonian can be found in
Table I.

FIG. 3 Ground-state energy of Hubbard dimer as a function
of �v for several values of U and 2 t = 1.

It is straightforward to find an analytic solution of the
model for any integer occupation N . However, we special-
ize to the particle sub-space N = 2, Sz = 0 in what follows
unless otherwise stated. We expand the Hamiltonian in
the basis set [|1 " 1 #}, |1 " 2 #}, |1 # 2 "}, |2 " 2 #}]:

Ĥ =

0

BB@

2v1 + U �t t 0
�t 0 0 �t
t 0 0 t
0 �t t 2v2 + U

1

CCA (28)

The eigenstates are three singlets and a triplet state.
The ground-state energy corresponds to the lowest-energy
singlet, and can be found analytically. The expressions are
given in appendix A. The wavefunction, density di↵erence,
and individual energy components are also given there.
We plot in Fig. 3 the ground-state energy as a function
of �v for several values of U , while in Fig. 4, we plot the
occupations.

FIG. 4 Ground-state occupation of Hubbard dimer as a func-
tion of �v for several values of U and 2 t = 1.

When U = 0, we have the simple tight-binding result,
for which the ground-state energy is

E = �
p
(2 t)2 +�v2 (U = 0), (29)

�n = 2�v/
p
(2 t)2 +�v2 (U = 0). (30)

where�n is defined in Table I. If there is only one electron,
these become smaller by a factor of 2. The curves for U =
0.2 are indistinguishable (by eye) from the tight-binding
result. We may simplify the expressions by introducing
an e↵ective hopping parameter,

t̃ = t
p

1 + (�v/(2 t))2 (31)

which accounts for the asymmetric potential. Then

E = �2t̃ (U = 0), (32)

�n = �v/t̃ (U = 0), (33)

i.e., the same equations as when �v = 0.
In the other extreme, as U grows, we approach the

strongly correlated limit. For a given �v, as U increases,
�n decreases as in Figs. 2 and 4, and the magnitude of
the energy shrinks. Typically, the E(�v) curve morphs
from the tight-binding result towards two straight lines
for U large:

E ' (U ��v)⇥(�v � U) U � 2 t (34)

�n ' 2⇥(�v � U) U � 2 t (35)

We also have a simple well-known result for the symmetric
limit, �v=0, where

E = �
p
(2t)2 + (U/2)2+U/2 (�n = �v = 0) (36)

This vanishes rapidly with 1/U for large U . Its behavior is
di↵erent from the case with finite �v. Results for various
limits and energy components are given in Appendix A.

D. Quantum chemistry

Traditional quantum chemical methods (often referred
to as ab initio by their adherents) usually begin with

• Simplest possible model of simplest 
possible molecule with correlation, H2.



Testing ground-state approximation

• Conditions chosen to 
mimic WDM

• T not too big
• U not too big
• All in units of 2t.

• JS,APJ,KB, 
• arXiv:1509.03097
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Free$energy$versus$temperature

Solid$lines:$Exact$free$energy
Dashed$lines:$Solution$of$MKS$with$
groundGstate$XC$functional.



Density and GSA density
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Exact conditions on entropy
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where the argument distinguishes functionals of the den-
sity from those of the density-matrix. The free energy of
a given system can be found from

A⌧ = min
n

⇢
F ⌧ [n] +

Z
d3r v(r)n(r)

�
. (5)

We denote by �⌧ [n] the statistical density matrix that
minimizes F̂ ⌧ and yields density n(r). Then:

dF ⌧ [n]

d⌧
=

@F ⌧ [�]

@⌧
+

Z
d�

@F ⌧ [�]

@�

d�⌧ [n]

d⌧
, (6)

where all are evaluated at �⌧ [n]. Because �⌧ [n] is the
minimizer, its derivative with respect to temperature (or
any variable) vanishes. Thus

dF ⌧ [n]

d⌧
= �S⌧ [n]. (7)

This is the DFT analog of the standard thermodynamic
relation[24], and implies

F ⌧ [n] = F 0[n]�
Z ⌧

0
d⌧ 0 S⌧ 0

[n], (8)

where F 0[n] is the ground-state functional[12].
Given a Mermin functional (approximate or exact, in-

teracting or not), Eq. (7) defines what the corresponding
entropy functional must be. Since coordinate scaling[22]
can separate the kentropic and potential contributions in
F , Eq. (7) allows the entropic and kinetic energy func-
tionals to be separated. Alternatively, given an entropy
functional, Eq. (7) defines the temperature-dependence
of the corresponding Mermin functional. Since the en-
tropy is always positive,

dF ⌧ [n]/d⌧  0, (9)

i.e., the Mermin functional is monotonically decreasing.
Now consider what happens when, for a given density

and temperature ⌧ , we evaluate the Mermin functional
on the density matrix for that density but at a di↵erent
temperature. By the variational principle, Eq. (5),

F ⌧ [�⌧ 0
[n]] � F ⌧ [n], (10)

for any value of ⌧ 0. Thus

FI[�
⌧ 0
[n]]� ⌧ S[�⌧ 0

[n]] � F ⌧
I [n]� ⌧ S⌧ [n], (11)

or

F ⌧ 0

I [n]� ⌧ S⌧ 0
[n] � F ⌧

I [n]� ⌧ S⌧ [n]. (12)

Since this result is true for any pair of temperatures, we
reverse ⌧ and ⌧ 0 to find:

F ⌧
I [n]� ⌧ 0 S⌧ [n] � F ⌧ 0

I [n]� ⌧ 0 S⌧ 0
[n]. (13)

Addition of Eqs. (12) and (13) yields

(⌧ � ⌧ 0) (S⌧ [n]� S⌧ 0
[n]) � 0, (14)

so that the entropy monotonically increases with ⌧ :

dS⌧ [n]/d⌧ � 0. (15)

Combining this with Eq. (7) implies

d2F ⌧ [n]/d⌧2  0. (16)

Thus F ⌧ [n] is concave downwards.
We can also isolate the behavior of F ⌧

I [n]. If we mul-
tiply Eq. (12) by ⌧ 0, and Eq. (13) by ⌧ , and add them
together, all entropic contributions cancel, yielding

(⌧ 0 � ⌧) (F ⌧ 0

I [n]� F ⌧
I [n]) � 0, dF ⌧

I [n]/d⌧ � 0. (17)

Both F ⌧
I [n] and S⌧ [n] are monotonically increasing, but

the net e↵ect is that the Mermin free energy is decreasing.
Applying these conditions to the Mermin-Kohn-Sham

electrons[14], we find

dF ⌧
S [n]/d⌧ = �S⌧

S [n], (18)

and the inequalities

dT ⌧
S [n]

d⌧
,
dS⌧

S [n]

d⌧
� 0 � dF ⌧

S [n]

d⌧
,
d2F ⌧

S [n]

d⌧2
(19)

where subscript s denotes non-interacting, and F ⌧
S [n] =

T ⌧
S [n]� ⌧ S⌧

S [n].

FIG. 1. Energy components for the Hubbard dimer in units of
2 t, where U = 2 t and �n = 0: F ⌧ , F ⌧

I , S
⌧ , both interacting

(solid) and non-interacting (dashed).

To illustrate these results, we calculate all energy com-
ponents for an asymmetric Hubbard dimer, as described
in Ref. [25]. Here t is the hopping energy, U the on-site
repulsion, and�n the di↵erence in site occupations. This
is the simplest possible model in which one can perform
an exact thermal calculation, including the exact ther-
mal correlation components. Fig. 1 shows the energy
components, both interacting and non-interacting, as a
function of temperature for fixed �n = 0. All our exact
conditions are satisfied for many values of �n and U .

4

FIG. 3. Correlation entropy in the Hubbard dimer for several
values of �n as a function of temperature, in units of 2 t,
where U = 2 t.

gas from statistical mechanics. But for an inhomoge-
neous system, they are non-trivial, and so we illustrate
them on the Hubbard dimer. In Fig. 3, we plot the en-
tropic correlation as a function of temperature for several
values of �n, the occupation di↵erence. Eq. (23) is sat-
isfied within numerical precision. The derivative of S⌧

C

can change sign, even though both S⌧ (�n) and S⌧
S (�n)

are monotonically increasing (This explains the small dip
seen in Fig. 7 of Ref. [25]).

Finally, we explain the apparent success of the ground-
state approximation (GSA) for A⌧

XC[n] in MKS equilib-
rium calculations. Almost all present-day calculations of
WDM use this approximation, and a recent calculation
on the Hubbard dimer[25] found that GSA worked well
when neither the temperature nor the strength of the
correlations were large (the conditions corresponding to
most WDM calculations). Now we explain why. Write

F ⌧,GSA[n] = F ⌧
S [n] + UH[n] + EXC[n]. (29)

Clearly, all temperature dependence is contained only in
the KS part (usually a very dominant piece). Since the
KS piece satisfies all the di↵erent inequalities and equal-
ities, then so does any GSA calculation. But attempt to
add corrections to a GSA calculation by writing

A⌧,app
XC [n] = Eapp

XC [n] +�A⌧
XC[n]. (30)

Only the thermal correction appears in the exact condi-
tions we have derived, since they all contain temperature

derivatives. But there is no simple way to know if the cor-
rections will satisfy the exact conditions for all possible
systems. The only case would be using local approxima-
tions for all temperature-dependent quantities, and then
using energy densities from the uniform gas. Thus a TF
calculation, with thermal LDA corrections, would satisfy
these conditions, since they would be satisfied pointwise,
as the uniform gas satisfies these conditions for every
density. But in any MKS calculation using approximate
thermal XC corrections, this is not guaranteed. Unless
special care is taken to guarantee satisfaction of our con-
ditions, only GSA automatically does this. This is anal-
ogous to the situation in TDDFT (at zero temperature):
The adiabatic LDA, which ignores the history depen-
dence that is known to exist in the TDDFT functionals,
satisfies most exact conditions, while the time-dependent
LDA (the Gross-Kohn approximation[30]) violates sev-
eral important constraints[31]. All this suggests that, at
least for the present, using the GSA is a very good idea.
On the other hand, the Hartree-Fock approximation (or
rather, the DFT equivalent, called EXX[32]), must sat-
isfy the conditions since any expansion in powers of the
coupling constant up to some order must satisfy all our
conditions.

To conclude, the formulas presented here are exact con-
ditions applying to every thermal electronic system when
treated with DFT, and should guide the future construc-
tion of approximate functionals.
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• Note:  Cannot use Hubbard dimer to test 
LDA and GGA XC approximations.



thTDDFT

• Many processes require thermal TDDFT
• E.g. stopping of a fast nucleus in matter
• But any description must involve coupling of 

electrons and nuclei, beyond Born-Oppenheimer 
and beyond Mermin functional.

• Many, many illegal calculations nonetheless.
• Aim: Less lofty goal 

– just linear response to weak time-dependent 
perturbation

– Joule heating is 2nd order in perturbation, so temperature  
stays fixed

– Yields corrections to conductivities in MKS calculations
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Basic idea of proof

• Generalize van Leeuwen proof for linear 
response TDDFT to finite temperature.

• Start from non-degenerate ground state.
• Account for finite numbers of degeneracies in 

excited states.
• Avoids two problems with RG-style proofs:
– Cusps in initial wavefunction at nuclei
– Need to invoke boundary conditions
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Thermal XC linear response

3

This follows the definition within the Mermin
formalism[47] (but see Refs. [81] and [82] for alter-
native choices). Inverting yields the thermal Gross-Kohn
equation[80]:

�⌧ (12) = �⌧
S (12) +

Z

d3d4�⌧
S (13)f

⌧
HXC(34)�

⌧ (42) (18)

Finally, we deduce the fluctutation-dissipation theo-
rem for Mermin-Kohn-Sham[2, 47] thermal DFT calcu-
lations. Using many-body theory, the density-density re-
sponse function determines the potential contribution to
correlation[78]:

U⌧
C =

Z

dr

Z

dr0
Z 1

0

d!

2⇡
{=�⌧ (r, r0,!)� n(r)�(r� r0)}

(19)
just as for the ground-state[? ]. We abbreviate this as

U⌧
C =

Z

d1d2 {=�⌧ (12)� n(1)�(12)} (20)

where the bar denotes the integral over frequency. But we
can also use the recently discovered thermal connection
formula[83]:

A⌧
XC[n] =

⌧

2

Z 1

⌧

d⌧ 0

⌧ 02
U⌧ 0

XC[np⌧ 0/⌧
], (21)

where the density has been coordinate-scaled according
to

n�(r) = �3n(�r). (22)

Note that this neatly avoids any coupling-constant inte-
gral. Combination of the two yields

A⌧
XC[n] =

⌧

2

Z 1

⌧

d⌧ 0

⌧ 02

Z

d1d2 {=�⌧ [n� ](12)� n�(r)�(12)}

(23)
where � =

p

⌧ 0/⌧ .

Next, we discuss the many applications of Eq. (23).
First, if we insert �⌧

S , the KS thermal response function,
we generate only A⌧

X. If we consider the di↵erence be-
tween inserting �⌧ and �⌧

S , we generate precisely A⌧
C. The

latter is exact, but only if the exact thermal XC kernel
is used. If the kernel is omitted, the result is the thermal
random-phase approximation[? ]

But we can also use this to generate entirely new

thermal approximations, with novel temperature depen-
dence. At finite temperature, the XC hole fails to satisfy
the simple sum rules[? ] that have proven so powerful in
constructing ground-state approximations[84]. But our
formula uses instead the XC kernel, which can be approx-
imated in other ways. We suggest here a thermal adia-
batic local density approximation (TALDA), in which the

thermal XC kernel is approximated by ALDA, i.e.,

f⌧,TALDA
XC [n](r, r0,!) =

d2a⌧,unifXC (n)

d2n

�

�

�

�

�

n(r)

�(r� r0), (24)

inserted into Eq. (23), and to be applied to any inho-
mogeneous system. Another, simpler approximation is
ALDA, in which only the ground-state XC energy is used
in the kernel. Both can be relatively easily evaluated
for a uniform gas, and the resulting a⌧XC(rS) found from
Eq. (23) compared with an accurate parametrization[52].
Even in the uniform gas, TALDA is an approximation be-
cause both the q- and !-dependence of the true f⌧

XC are
missing.
Next we discuss which known exact conditions on the

zero-temperature apply to the thermal kernel, and which
do not. Because the equilibrium solution is a minimum
of the thermal free-energy functional, the zero-force and
zero-torque conditions should be satisfied and the ker-
nel should be symmetric in its spatial arguments. How-
ever, the simple formulas for one electron are not true
at finite temperature, as the particle number is only an
average[85]. Finally, we note that we can simultaneously
scale the time-[86] and spatial-coordinates and the cou-
pling constant[83], yielding:

�⌧,�[n](r, r0, s) = �4 �⌧/�2

[n1/�](�r,�r
0, s/�2). (25)

Insertion into the definition of fXC yields:

f⌧,�
XC [n](r, r0, s) = �2 f

⌧/�2

XC [n1/�](�r,�r
0, s/�2) (26)

and the potential scales as:

v⌧,�XC [n](r, s) = �2 v
⌧/�2

XC [n1/�](�r, s/�
2) (27)

Insertion of the scaling relation for the kernel into the
thermal connection formula yields a more familiar analog
to the ground-state formula.
The exchange kernel must scale linearly with coupling

constant, so Eq. (26) produces a rule for scaling of the
exchange kernel:

f⌧
X [n� ](r, r

0,!) = �f
⌧/�2

X [n](�r, �r0,!/�2) (28)

Because the poles in fXC are �-dependent, we expect
similar pathologies with zero-temperature TDDFT if the
exact frequency-dependent f⌧

X is used in Eq. (23)[87].
But adiabatic EXX (AEXX), not including frequency-
dependence, produces a well-defined approximation to
the thermal free energy in which the kernel is non-local.
In conclusion, we have generalized the proofs and con-

structions of TDDFT to thermal ensembles, within linear
response formalism. We have defined the relevant quanti-
ties and shown that produce new routes to thermal DFT
approximations for use in MKS calculations. A longer
paper is in preparation.
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This follows the definition within the Mermin
formalism[47] (but see Refs. [81] and [82] for alter-
native choices). Inverting yields the thermal Gross-Kohn
equation[80]:

�⌧ (12) = �⌧
S (12) +

Z

d3d4�⌧
S (13)f

⌧
HXC(34)�

⌧ (42) (18)

Finally, we deduce the fluctutation-dissipation theo-
rem for Mermin-Kohn-Sham[2, 47] thermal DFT calcu-
lations. Using many-body theory, the density-density re-
sponse function determines the potential contribution to
correlation[78]:

U⌧
C =

Z

dr

Z

dr0
Z 1

0

d!

2⇡
{=�⌧ (r, r0,!)� n(r)�(r� r0)}

(19)
just as for the ground-state[? ]. We abbreviate this as

U⌧
C =

Z

d1d2 {=�⌧ (12)� n(1)�(12)} (20)

where the bar denotes the integral over frequency. But we
can also use the recently discovered thermal connection
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A⌧
XC[n] =

⌧

2

Z 1

⌧

d⌧ 0

⌧ 02
U⌧ 0

XC[np⌧ 0/⌧
], (21)

where the density has been coordinate-scaled according
to

n�(r) = �3n(�r). (22)

Note that this neatly avoids any coupling-constant inte-
gral. Combination of the two yields

A⌧
XC[n] =

⌧

2

Z 1

⌧

d⌧ 0

⌧ 02

Z

d1d2 {=�⌧ [n� ](12)� n�(r)�(12)}

(23)
where � =

p

⌧ 0/⌧ .

Next, we discuss the many applications of Eq. (23).
First, if we insert �⌧

S , the KS thermal response function,
we generate only A⌧

X. If we consider the di↵erence be-
tween inserting �⌧ and �⌧

S , we generate precisely A⌧
C. The

latter is exact, but only if the exact thermal XC kernel
is used. If the kernel is omitted, the result is the thermal
random-phase approximation[? ]

But we can also use this to generate entirely new

thermal approximations, with novel temperature depen-
dence. At finite temperature, the XC hole fails to satisfy
the simple sum rules[? ] that have proven so powerful in
constructing ground-state approximations[84]. But our
formula uses instead the XC kernel, which can be approx-
imated in other ways. We suggest here a thermal adia-
batic local density approximation (TALDA), in which the

thermal XC kernel is approximated by ALDA, i.e.,

f⌧,TALDA
XC [n](r, r0,!) =

d2a⌧,unifXC (n)

d2n

�

�

�

�

�

n(r)

�(r� r0), (24)

inserted into Eq. (23), and to be applied to any inho-
mogeneous system. Another, simpler approximation is
ALDA, in which only the ground-state XC energy is used
in the kernel. Both can be relatively easily evaluated
for a uniform gas, and the resulting a⌧XC(rS) found from
Eq. (23) compared with an accurate parametrization[52].
Even in the uniform gas, TALDA is an approximation be-
cause both the q- and !-dependence of the true f⌧

XC are
missing.
Next we discuss which known exact conditions on the

zero-temperature apply to the thermal kernel, and which
do not. Because the equilibrium solution is a minimum
of the thermal free-energy functional, the zero-force and
zero-torque conditions should be satisfied and the ker-
nel should be symmetric in its spatial arguments. How-
ever, the simple formulas for one electron are not true
at finite temperature, as the particle number is only an
average[85]. Finally, we note that we can simultaneously
scale the time-[86] and spatial-coordinates and the cou-
pling constant[83], yielding:

�⌧,�[n](r, r0, s) = �4 �⌧/�2

[n1/�](�r,�r
0, s/�2). (25)
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and the potential scales as:

v⌧,�XC [n](r, s) = �2 v
⌧/�2

XC [n1/�](�r, s/�
2) (27)

Insertion of the scaling relation for the kernel into the
thermal connection formula yields a more familiar analog
to the ground-state formula.
The exchange kernel must scale linearly with coupling

constant, so Eq. (26) produces a rule for scaling of the
exchange kernel:

f⌧
X [n� ](r, r

0,!) = �f
⌧/�2

X [n](�r, �r0,!/�2) (28)

Because the poles in fXC are �-dependent, we expect
similar pathologies with zero-temperature TDDFT if the
exact frequency-dependent f⌧

X is used in Eq. (23)[87].
But adiabatic EXX (AEXX), not including frequency-
dependence, produces a well-defined approximation to
the thermal free energy in which the kernel is non-local.
In conclusion, we have generalized the proofs and con-

structions of TDDFT to thermal ensembles, within linear
response formalism. We have defined the relevant quanti-
ties and shown that produce new routes to thermal DFT
approximations for use in MKS calculations. A longer
paper is in preparation.
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This follows the definition within the Mermin
formalism[47] (but see Refs. [81] and [82] for alter-
native choices). Inverting yields the thermal Gross-Kohn
equation[80]:
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Finally, we deduce the fluctutation-dissipation theo-
rem for Mermin-Kohn-Sham[2, 47] thermal DFT calcu-
lations. Using many-body theory, the density-density re-
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where the bar denotes the integral over frequency. But we
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X. If we consider the di↵erence be-
tween inserting �⌧ and �⌧

S , we generate precisely A⌧
C. The

latter is exact, but only if the exact thermal XC kernel
is used. If the kernel is omitted, the result is the thermal
random-phase approximation[? ]

But we can also use this to generate entirely new

thermal approximations, with novel temperature depen-
dence. At finite temperature, the XC hole fails to satisfy
the simple sum rules[? ] that have proven so powerful in
constructing ground-state approximations[84]. But our
formula uses instead the XC kernel, which can be approx-
imated in other ways. We suggest here a thermal adia-
batic local density approximation (TALDA), in which the

thermal XC kernel is approximated by ALDA, i.e.,
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inserted into Eq. (23), and to be applied to any inho-
mogeneous system. Another, simpler approximation is
ALDA, in which only the ground-state XC energy is used
in the kernel. Both can be relatively easily evaluated
for a uniform gas, and the resulting a⌧XC(rS) found from
Eq. (23) compared with an accurate parametrization[52].
Even in the uniform gas, TALDA is an approximation be-
cause both the q- and !-dependence of the true f⌧

XC are
missing.
Next we discuss which known exact conditions on the

zero-temperature apply to the thermal kernel, and which
do not. Because the equilibrium solution is a minimum
of the thermal free-energy functional, the zero-force and
zero-torque conditions should be satisfied and the ker-
nel should be symmetric in its spatial arguments. How-
ever, the simple formulas for one electron are not true
at finite temperature, as the particle number is only an
average[85]. Finally, we note that we can simultaneously
scale the time-[86] and spatial-coordinates and the cou-
pling constant[83], yielding:

�⌧,�[n](r, r0, s) = �4 �⌧/�2

[n1/�](�r,�r
0, s/�2). (25)

Insertion into the definition of fXC yields:
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0, s/�2) (26)

and the potential scales as:

v⌧,�XC [n](r, s) = �2 v
⌧/�2

XC [n1/�](�r, s/�
2) (27)

Insertion of the scaling relation for the kernel into the
thermal connection formula yields a more familiar analog
to the ground-state formula.
The exchange kernel must scale linearly with coupling

constant, so Eq. (26) produces a rule for scaling of the
exchange kernel:

f⌧
X [n� ](r, r

0,!) = �f
⌧/�2

X [n](�r, �r0,!/�2) (28)

Because the poles in fXC are �-dependent, we expect
similar pathologies with zero-temperature TDDFT if the
exact frequency-dependent f⌧

X is used in Eq. (23)[87].
But adiabatic EXX (AEXX), not including frequency-
dependence, produces a well-defined approximation to
the thermal free energy in which the kernel is non-local.
In conclusion, we have generalized the proofs and con-

structions of TDDFT to thermal ensembles, within linear
response formalism. We have defined the relevant quanti-
ties and shown that produce new routes to thermal DFT
approximations for use in MKS calculations. A longer
paper is in preparation.
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New route to equil approximations

• Feed approximate kernels into thermal Gross-
Kohn equation and get RPA with corrections:

• Can test for uniform gas and Hubbard dimer
• Gives new approximations for EXC(T)
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This follows the definition within the Mermin
formalism[47] (but see Refs. [81] and [82] for alter-
native choices). Inverting yields the thermal Gross-Kohn
equation[80]:

�⌧ (12) = �⌧
S (12) +
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d3d4�⌧
S (13)f

⌧
HXC(34)�

⌧ (42) (18)

Finally, we deduce the fluctutation-dissipation theo-
rem for Mermin-Kohn-Sham[2, 47] thermal DFT calcu-
lations. Using many-body theory, the density-density re-
sponse function determines the potential contribution to
correlation[78]:

U⌧
C =

Z

dr

Z

dr0
Z 1

0

d!

2⇡
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just as for the ground-state[? ]. We abbreviate this as

U⌧
C =
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where the bar denotes the integral over frequency. But we
can also use the recently discovered thermal connection
formula[83]:
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], (21)

where the density has been coordinate-scaled according
to

n�(r) = �3n(�r). (22)

Note that this neatly avoids any coupling-constant inte-
gral. Combination of the two yields
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Next, we discuss the many applications of Eq. (23).
First, if we insert �⌧

S , the KS thermal response function,
we generate only A⌧

X. If we consider the di↵erence be-
tween inserting �⌧ and �⌧

S , we generate precisely A⌧
C. The

latter is exact, but only if the exact thermal XC kernel
is used. If the kernel is omitted, the result is the thermal
random-phase approximation[? ]

But we can also use this to generate entirely new

thermal approximations, with novel temperature depen-
dence. At finite temperature, the XC hole fails to satisfy
the simple sum rules[? ] that have proven so powerful in
constructing ground-state approximations[84]. But our
formula uses instead the XC kernel, which can be approx-
imated in other ways. We suggest here a thermal adia-
batic local density approximation (TALDA), in which the

thermal XC kernel is approximated by ALDA, i.e.,

f⌧,TALDA
XC [n](r, r0,!) =

d2a⌧,unifXC (n)

d2n

�
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�

�
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inserted into Eq. (23), and to be applied to any inho-
mogeneous system. Another, simpler approximation is
ALDA, in which only the ground-state XC energy is used
in the kernel. Both can be relatively easily evaluated
for a uniform gas, and the resulting a⌧XC(rS) found from
Eq. (23) compared with an accurate parametrization[52].
Even in the uniform gas, TALDA is an approximation be-
cause both the q- and !-dependence of the true f⌧

XC are
missing.
Next we discuss which known exact conditions on the

zero-temperature apply to the thermal kernel, and which
do not. Because the equilibrium solution is a minimum
of the thermal free-energy functional, the zero-force and
zero-torque conditions should be satisfied and the ker-
nel should be symmetric in its spatial arguments. How-
ever, the simple formulas for one electron are not true
at finite temperature, as the particle number is only an
average[85]. Finally, we note that we can simultaneously
scale the time-[86] and spatial-coordinates and the cou-
pling constant[83], yielding:

�⌧,�[n](r, r0, s) = �4 �⌧/�2

[n1/�](�r,�r
0, s/�2). (25)

Insertion into the definition of fXC yields:
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XC [n](r, r0, s) = �2 f

⌧/�2

XC [n1/�](�r,�r
0, s/�2) (26)

and the potential scales as:

v⌧,�XC [n](r, s) = �2 v
⌧/�2

XC [n1/�](�r, s/�
2) (27)

Insertion of the scaling relation for the kernel into the
thermal connection formula yields a more familiar analog
to the ground-state formula.
The exchange kernel must scale linearly with coupling

constant, so Eq. (26) produces a rule for scaling of the
exchange kernel:

f⌧
X [n� ](r, r

0,!) = �f
⌧/�2

X [n](�r, �r0,!/�2) (28)

Because the poles in fXC are �-dependent, we expect
similar pathologies with zero-temperature TDDFT if the
exact frequency-dependent f⌧

X is used in Eq. (23)[87].
But adiabatic EXX (AEXX), not including frequency-
dependence, produces a well-defined approximation to
the thermal free energy in which the kernel is non-local.
In conclusion, we have generalized the proofs and con-

structions of TDDFT to thermal ensembles, within linear
response formalism. We have defined the relevant quanti-
ties and shown that produce new routes to thermal DFT
approximations for use in MKS calculations. A longer
paper is in preparation.
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New book chapter

Warming Up Density Functional Theory

Justin C. Smith, Francisca Sagredo, and Kieron Burke

Abstract Density functional theory (DFT) has become the most popular approach
to electronic structure across disciplines, especially in material and chemical sci-
ences. Last year, at least 30,000 papers used DFT to make useful predictions or
give insight into an enormous diversity of scientific problems, ranging from bat-
tery development to solar cell efficiency and far beyond. The success of this field
has been driven by usefully accurate approximations based on known exact condi-
tions and careful testing and validation. In the last decade, applications of DFT in a
new area, warm dense matter, have exploded. DFT is revolutionizing simulations of
warm dense matter including applications in controlled fusion, planetary interiors,
and other areas of high energy density physics. Over the past decade or so, molec-
ular dynamics calculations driven by modern density functional theory have played
a crucial role in bringing chemical realism to these applications, often (but not al-
ways) with excellent agreement with experiment. This chapter summarizes recent
work from our group on density functional theory at non-zero temperatures, which
we call thermal DFT. We explain the relevance of this work in the context of warm
dense matter, and the importance of quantum chemistry to this regime. We illustrate
many basic concepts on a simple model system, the asymmetric Hubbard dimer.
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Conclusions

• Many successful applications of DFT for WDM, 
using ground-state XC in MKS equations

• Our group (and others) trying to further develop 
DFT to account for WDM effects
– Many exact conditions on thermal XC functionals
– First exact calculations of thermal XC (on model system)
– Proof of linear response thTDDFT
– Corrections to RPA for new thermal XC approx

• Funding
– Aurora Pribram-Jones funded by DOE-CGSF 
– Paul Grabowski funded by Cimarron and Sandia 
– Justin Smith funded by NSF fellowship
– KB funded by NSF-CHE.

Mar$2,$2017 HED$seminar$LLNL 40



To explore

• Construction of thPBE
• Accuracy of new method of finding 

approximations
• Testing new method against exact conditions
• Too many different possibilities for Hubbard 

model
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