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Why study dense Hydrogen? 

•  Applications: 
–  Astrophysics: giant planets, exoplanets 
–  Inertially confined fusion: NIF 

•  Fundamental physics:  
–  What phases are stable?  
–  Superfluid/ superconducting phases? 

•  Benchmark for simulation: 
–  “Simple” electronic structure; no core states 
–  But strong quantum effects from its nuclei 



What do we know about Jupiter and Saturn from 
•  measurement? 

–  Mass, radius, oblateness (shape),… 
–  Surface properties: temperature, composition, …. 
–  Rotation, radiation,magnetic field,…. 

•  theory? 
–  Composition of planets is “solar”: mostly H and He. 

•  71% hydrogen, 
•   24% helium and 
•   5% other elements by mass 

–  4.5 billion years old 
–  Temperature in the core ~30,000C 
–  Pressure in the core ~30 million atmospheres. 

•  Cassini (Saturn 2017) and Juno (Jupiter 2016) missions 
are giving much new data about their surfaces and  
interiors. 



 
How big is Jupiter’s core? 

Planetary models need to know how materials behave 
in extreme conditions of pressure and temperature! 



Big Puzzle: why are Jupiter and Saturn different? 
•  Some helium is missing 

from Saturn’s surface. 
•  Saturn is brighter than it 

should be  for its age. 
•  Additional energy source in 

Saturn’s interior is needed.   
•  Does it come from  helium 

segregation (rain) as 
suggested by Smoluchowski 
in 1965? 

•  Materials question:  
When does Helium mix with 
Hydrogen?  
 

 Taken from:  Fortney J. J., Science 305, 1414 (2004). 

 
      



Observed exoplanets in last 10 years 

•  Jupiter and Saturn are our benchmarks to 
understanding all of these objects 

•  The H and He properties under extreme 
conditions are at heart of models.  

•  Can experiment measure those properties? 



Simplified H Phase Diagram 



 Questions about the phase diagram 
of hydrogen 

1.  Is there a liquid-liquid transition in dense 
hydrogen?  

2.  How does the atomic/molecular or insulator/
metal transition take place? 

3.  What are the crystal structures of solid H? 
4.  Could dense hydrogen be a quantum fluid? 

What is its melting temperature? 
5.  Are there superfluid/superconducting phases? 
6.  Is helium soluble in hydrogen? 
7.  What are its detailed properties under 

extreme conditions? 



The “Soviet” experimental approach 



Shock Wave Experiments 

•  Bullets/cannon balls 
•  Chemical/nuclear 

explosions 
•  Magnetic implosion 
•  Focused lasers  

National Ignition Facility  (fusion testbed) 
Lawrence Livermore National Laboratory 



Another Experimental Approach 

Diamond Anvil Cell 
 
Table-top experiment 
•  By making Area small we 

can make P large 
•  Diamonds are strong! 
•  Also they are transparent 

Static reproducible 
experiments 
•  Can get to 3 MBars before 

diamond breaks 
•  0<T<1000K 

Extend range of P,T by 
shocking compressed 
hydrogen 

P = Force / Area



Experiments on hydrogen 

       
Diamond Anvil  

Shock wave (Hugoniot) 



“The general theory of quantum mechanics is now almost complete.  The 
underlying physical laws necessary for the mathematical theory of a large 
part of physics and the whole of chemistry are thus completely known, and 
the difficulty is only that the exact application of these laws leads to 
equations much too complicated to be soluble.” 

Dirac,  1929 

Maxwell, Boltzmann and Schrödinger gave us the model (at 
least for condensed matter physics.) Hopefully, all we must do 
is numerically solve the mathematical problem and determine 
the properties. Without numerical calculations, the predictive 
power of quantum mechanics is limited. 
 
Why is it so difficult? 
•  Many particles, all interacting! 
•  They are waves not particles! 
•  Need high precision! 
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Based on a the usual model EOS for H (Saumon-Chabrier ) 

Proposed LL transition 



Planetary calculations will require P to 1% ! 
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MULTIPHASE EQUATION OF STATE OF HYDROGEN FROM . . . PHYSICAL REVIEW B 83, 094101 (2011)
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FIG. 12. (Color online) Comparison between the measured and
some calculated principal Hugoniot for D2 at high densities. The latest
experimental data are plotted as symbols with error bars: Z machine
(triangles6), gas gun (crosses5), explosives [green squares,62 (larger)
circles,7 and diamonds63], and laser [open circles,9 full (smaller)
circles,10 and gray squares8,61]. The present EoS calculation, as a
full line, is compared to the predictions of various chemical models:
Kerley,1 Ross,3 Saumon-Chabrier-van Horn,2 and FVT.64
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FIG. 13. (Color online) Comparison between the measured and
some calculated principal Hugoniot for D2 at high densities in the
P -T diagram. The latest experimental data are plotted as symbols
with error bars: Z machine (diamonds66), laser (green squares48), and
gas gun (blue circles60). The present EoS calculation, as a full line,
is compared to the predictions of various chemical models: Kerley,1

Ross,3 Saumon-Chabrier-van Horn,2 and FVT.64
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FIG. 14. (Color online) Comparison between different ab initio
computations of the principal Hugoniot for D2: present EoS, restricted
path integral Monte Carlo (RPIMC),19 and QMD.17,21,23 Inset: The
isotopic shift in the maximum compression rate along a Hugoniot
starting at the same molar volume in D2 and H2 at 300 K.

improvement over the previous calculations concerning these
two issues. Furthermore, the present free-energy model allows
one to compute the isotopic shift on the EoS of dense fluid
hydrogen. The influence of the ZPM on the principal Hugoniot
of hydrogen in the region of its compression ratio maximum is
plotted in the inset of Fig. 14. We generate the Hugoniot curve
of H2 and D2, starting at the same molar volume and the same
initial pressure (3 kbar) at 300 K. This is essentially what can
be measured in a laser-shock compression on precompressed
targets.65 Here, a small isotopic shift is predicted, essentially
due to the difference in the reference energy between the two
isotopes.

C. Multiple-shock experiments

Numerous experiments have been carried out that explore
the double- and multiple-shock properties of hydrogen. In ICF
applications, the timing of multiple shocks is critical. However,
we have not included the output of these experiments in the
systematic test of the present EoS because their observables are
not unambiguously nor simply related to the thermodynamical
data of the EoS. In the case of the reshock experiments,
the observables are based on the combination of the EoS of
hydrogen and of the EoS of the anvil for the reshock (i.e., the
EoS of quartz in the study of Boehly et al.67 and the EoS of
quartz, sapphire, and Al in the study of Knudson et al.6). In
these experiments, the accuracy of the EoS of the anvil is also
an important input. Similarly, the comparison of our EoS to the
multishock experiments would require a specific explanation
on the geometry of multiple shocks, which is beyond the scope
of this paper.

094101-11

(Caillabet et al., 2011)

mercoledì 11 aprile 2012

Diamond anvil cell 
phase diagram 

Hugoniot from 
shocks 



The algorithms for solving these problems 
came in 1953 



Computer technology 

Blue Waters,  
National Petascale 
Facility at Illinois 

 Petascale  is about one million laptops 
working together 
         Petaflop = 1015 operations/second.   



Atomic/Molecular Simulations 
 

 
•  Initial simulations used interatomic potentials based on 

experiment.  But are they accurate enough. 
•  Much progress with “ab initio” molecular dynamics simulations 

where the effects of electrons are solved for each step. 
•  Progress is limited by the accuracy of the DFT exchange and 

correlation functionals for hydrogen 
•  The most accurate approach is to simulate both the electrons 

and ions 
  

– Hard sphere MD/MC   ~1953  (Metropolis, Alder) 

– Empirical potentials (e.g. Lennard-Jones)  ~1960  
(Verlet, Rahman) 

– Local density functional theory ~1985 (Car-Parrinello) 

– Quantum Monte Carlo:  VMC/DMC 1980, PIMC 1990 
 CEIMC 2000 



Hydrogen simulations 
•  Young: MD 1960’s 
•  Band structure calculations of lattices 
•  Ceperley & Alder 1985: VMC & DMC  
•  Natoli et al. 1990: VMC & DMC  
•  Kohanof 1990: AIMD  
•  Bonev, Galli, Gygi, Militzer 2005: AIMD  
•  Magro, Pierleoni, Militizer 1995-2000: PIMC  
•  Dewing, Pierleoni, Morales, 2004-now : CEIMC 



Quantum Monte Carlo 
•  Premise: we need to use simulation techniques to “solve” 

many-body quantum problems just as you need them 
classically. 

•  Both the wavefunction and expectation values are determined 
by the simulations. Correlation built in from the start. 

•  Primarily based on Feynman’s imaginary time path integrals. 
•  QMC gives most accurate method for general quantum many-

body systems.  
•  QMC determined electronic energy is the standard for 

approximate LDA calculations.  (but fermion sign problem!) 
•  Path Integral Methods provide a exact way to include effects 

of ionic zero point motion (include all anharmonic effects) 
•  A variety of stochastic QMC methods: 

–  Variational Monte Carlo VMC (T=0) 
–  Projector Monte Carlo (T=0) 

•  Diffusion MC (DMC) 
•  Reptation MC (RQMC) 

–  Path Integral Monte Carlo  (PIMC)  ( T>0) 
–  Coupled Electron-Ion Monte Carlo  (CEIMC) 



Regimes for Quantum Monte Carlo 

Diffusion Monte Carlo 

R
PIM

C
  

CEIMC 



Variational Monte Carlo (VMC) 
(McMillan 1965) 

•  Put correlation directly into the 
wavefunction. 

•  Integrals are hard to do: need 
MC. 

•  Take sequence of increasingly 
better wavefunctions. 
Stochastic optimization is 
important!  

•  Can we make arbitrarily 
accurate functions? Method 
of residuals says how to do this. 

•  We use“backflow” the 3-body 
terms. 

•  No sign problem, and with 
classical complexity. 

•  Posit a wavefunction ψ(R,a) 
•  Sample| ψ(R,a)|2 with           

random walk. 
• minimize energy or variance of 
ψ(R,a) with respect to a 
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Projector Monte Carlo 
e.g. Diffusion Monte Carlo (DMC) 

•  Automatic way to get better wavefunctions. 
•  Project single state using the Hamiltonian 
 
•  This is a diffusion + branching operator. 
•  Very scalable: each walker gets a processor. 
•   But is this a probability?   
•  Yes! for bosons since ground state can be made real 

and non-negative. But all excited states must have sign 
changes. 

•  In exact methods one carries along the sign as a weight 
and samples the modulus.  This leads to the famous 
sign problem 

)0()( E)t(H φφ −−= et

|)0,(|))0,(sign()( tE)(H RRet φφφ −−=



Fixed-node method 
•  Initial distribution is a pdf.   

 It comes from a VMC simulation. 

•  Impose the condition: 
•  This is the fixed-node BC 

•  Will give an upper bound to the 
exact energy, the best upper 
bound consistent with the FNBC. 
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• f(R,t) has a discontinuous gradient at the nodal location. 
• Accurate method because Bose correlations are done exactly.  
• Scales like the VMC method, as N3 or better. 
• Generalizes to the “Fixed Phase” method for complex 
wavefunctions.  



Schematic of DMC 
Ensemble evolves 

according to 
 
•  Diffusion 
•  Drift 
•  branching 

  ensemble 
 
Easy to parallelize 

over walkers 



DMC calculation of Dense Hydrogen 

•  Predicted two T=0  transitions.
•  But using wrong crystal structure for the atomic phase
•  Differing time scales of protons and electrons  caused 
very slow convergence.



Current Trial functions for dense 
hydrogen 

•  Slater-Jastrow function: 

 with the orbital from a rescaled LDA calculation. 
–  Reoptimization of trial functions during a dynamics run is a 

major difficulty in time and reliability. 
–  We want trial function with no parameters (i.e. those 

dependant on precise protonic configuration) 
•  Trial functions used: 

–  Standard LDA requires a lengthy calculation for each 
structure. 

–  Fast band structure solver by removing e-p cusp and 
putting it into the Jastrow factor. Use plane wave basis and 
iterative methods. PW cutoff is minimized. Works in 
intermediate H-H2 phase.  

–  backflow + three body trial function are very successful for 
homogeneous systems. We generalize them to many-body 
hydrogen: no free parameters, but they only work well for 
the atomic phase. 
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How good are QMC energies for 
many-body hydrogen? 

energy       variance 

• QMC energies are 
accurate to about 100K/
atom(estimate comes 
from energies and 
variances) 

• Relative energies 
between similar bonding 
structures should be 
more accurate than this. 

• Lower is better! 



PIMC: Quantum particles are replaced by paths 

•  Each atom becomes a 
rubber band.  

•  This is an exact 
representation of a 
quantum particle. 

•  The probability of a path 
depends on the 
electrostatic interaction. 

•  Average over all paths. 
This is what takes so 
much time. 

•  The lower the 
temperature, the longer 
the band and the more 
spread out the 
wavepacket. 

 
 



Restricted Path Integral MC 

•  Restricted Path Integrals use the fixed-node method at T>0
•  Difficult to get down to low temperatures
•  Trial density matrix is not as accurate as the wave function.



Path integral picture of molecular 
hydrogen at low density 

 
Pink and blue 

paths are up 
and down 
electrons. 

 
Smaller pink 

dots are 
protons, 40 
times 
smaller. 

Why? 
Mp/Me=1836 
 
T=5000K 
 
 
 



Molecular Metallic liquid 

Deuterium 
 
T=5000K 
 
rs=1.86 



Ionized hydrogen 

 
T=6250K 
 
rs=1.60 



Hugoniot calculation 



Coupled Electron-Ionic Monte Carlo:CEIMC  
 

1.  Do Path Integrals for the ions at T>0. 
2.  Let electrons be at zero temperature, a reasonable 

approximation for T<<EF. 
3.  Use Metropolis MC to accept/reject moves based on 

QMC computation of electronic energy 

 
electrons 

ions 

R 

S èS* 

The “noise” coming from electronic energy can be treated 
without approximation using the penalty method. 



ab-initio with QMC 
Coupled Electron-Ion MC (CEIMC) 

CEIMC 
•  Perform MC for ions with “noisy” 

energies from T=0K QMC 
reptation method 

•  Penalty Method: 
–  Enforce detailed balance on 

average-no bias from noise! 
–  Causes extra rejections 

•  Correlated sampling for efficient 
energy differences 

Reptation QMC 
 

•  Use path integrals to evaluate 
•  Project trial wavefunction into 

ground state consistent with 
chosen nodes to avoid fermion 
sign problem. But upper bound! 

•  Direct evaluation of ground state 
distribution 

•  Correlated Sampling for small ion 
displacements 
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The Penalty method 
 DMC & Dewing, J. Chem. Phys. 110, 9812(1998). 

•  Assume estimated energy difference Δe is normally 
distributed* with variance σ2  and the correct mean.  

< Δe > = ΔE 
< [Δe- ΔE]2 > = σ2 

*central limit thrm applies since we average over many steps 

•  a(Δe; σ) is acceptance ratio. 
•  average acceptance A(ΔE) = < a(Δe) > 
•  We can achieve detailed balance:  A(ΔE) =exp (-ΔE )A(-ΔE)  

if we accept using: a(x, σ) = min [ 1, exp(-x- σ2/2)]  
•   σ2/2 is  “penalty” . Causes extra rejections. 
•  Large noise (order kBT) is more efficient than low noise, 

because the QMC will then be faster. 



Reptation Monte Carlo  
good for energy differences and properties 

•  Ψ(β)  converges to the exact ground state as a function of 
imaginary time. 

•  E is an upper bound converging to the exact answer 
monotonically  

•  Do Trotter break-up into a path of p steps with 
–  Bosonic action for the links 
–  Trial function at the end points. 

•  For fixed-phase: add a potential to avoid the sign problem.  
Exact answer if potential is correct. 

•  Typical error is ~100K/atom 
•  Reptate the path: move it like a snake. 
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New computational techniques 
•  Better algorithms, e.g. reptation, structure searching 
•  Better finite-size scaling methods (Holzmann et al) 

–  Twist averaging for kinetic energy 
–  Coulomb corrections for potential energy 

•  Better trial wavefunctions, e.g. analytic backflow à better 
treatment of fermion statistics 

•  Coupled electron-ion Monte Carlo allows lower temperatures  
T~300K 

•  Optimization of trial function parameters 
•  Explicit calculation of entropy, free energy 
•  Computers/parallelization: huge increase in resources  

 Approximations can now be controlled 
 Most older results were not converged 



Twist averaged boundary conditions 
•  In periodic boundary conditions, the wavefunction 

is periodic. Large finite size effects for metals 
because of fermi surface. 

•  In twist averaged BC, we use an arbitrary phase θ  
as r èr+L 

•  Integrate over all phases, i.e. Brillouin zone 
integration. 

•  Momentum distribution changes from a lattice  of 
k-vectors to a fermi sea. 

•  Eliminates single-particle finite-size effects. 
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•  Make a move of the protonic 
paths 

•  Partition the 4D lattice of 
boundary conditions (θx θy θz) 
and imaginary time (t) in such 
a way that each variable is 
uniformly sampled (stratified) 

•  Send them all out to M 
separate processes  

•  Do QMC to get energy 
differences and variances 

•  Combine to get global 
difference and variance.  
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Extra averaging is free!  (almost) 
Types of averaging we use:   

–  Average over liquid states 
–  Path Integrals for ions (for protons or light ions)  

•  (M1 time slices to average over.) 
–  k-point sampling (integrate over Brillouin zone of 

supercell). Twist averaged boundary conditions converge 
much faster than periodic boundary conditions for metals.   
(M2  k-points) 

•  In explicit methods such as CP-MD these extra variables will 
increase the CPU time by M1M2.   

•  With QMC there will be little increase in time since imaginary 
time and/or k are simply new variables to average over.  

•  Each give more parallelization.  

The result is a code scaling well to tens of thousands of 
nodes  and competitive with “ab initio” MD. 

An advantage of Monte Carlo 



48 

Wavefunctions beyond Jastrow 

•  Use method of residuals construct a sequence of increasingly better 
trial wave functions.  
–  Zeroth order is Hartree-Fock wavefunction 
–  First order is Slater-Jastrow pair wavefunction (RPA for electrons 

gives an analytic formula) 
–  Second order is “3-body backflow “wavefunction 

•  Three-body  form is like a squared force. It is a bosonic term that 
does not change the nodes. 

•  Backflow means change the coordinates to quasi- coordinates.  

    3He moving in liquid 4He: Feynman 1955. 
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Simulation Methods 

Density Functional Theory 
Molecular Dynamics 
 Path Integral MD 

 
–  Electron energy is an assumed 

functional of electron density 
–  Born-Oppenheimer approx. 
–  Norm-conserving 

pseudopotentials 
–  Number of atoms< 432 

 

Quantum Monte Carlo 
 
 

–  Coupled Electron-Ion Monte 
Carlo 

–  Electrons at T=0K with 
Reptation Quantum Monte Carlo 

–  54/108 electrons 
–  Correlated trial wave function 

–  No density functional   
–  No energy cutoff 
–  No pseudopotentials   



The most accurate method for computing transition 
temperatures is with the free energy 
 
Not easy to do with simulations: requires more work but 
parallelizable work 

 

V (λ) = λV1 + (1− λ)V2
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Size Effects 
Strong electronic size 
effects  in pair 
correlations: 

  
- transition appears 
with grid of 3x3x3 
K-points,  
-Transition is absent at 
the G point (for N<400)  

New effective theory of finite size scaling for 
coulomb interaction (Markus Holzmann) 



 Liquid-Liquid transition? 

Superconductor 

LLT? 



•  Predicted a first order 
liquid-liquid transition 
in Hg, with change in 
conductivity 



•  How does an insulating molecular 
liquid become a metallic atomic liquid? 
Either a 
–  Continuous transition  or 
–  First order transition with a critical 

point 
•  Zeldovitch and Landau (1944) “a phase 

transition with a discontinuous change of the 
electrical conductivity, volume and other 
properties must take place” 

•  Chemical models are predisposed to 
have a transition since it is difficult to 
have an smooth crossover between 2 
models (e.g. in the Saumon-Chabrier 
hydrogen EOS) 
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Liquid-Liquid transition  
aka “Plasma Phase transition” 



DFT calculations are not very predictive 
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Liquid-Liquid Transition 
Morales,Pierleoni, Schwegler,DMC, PNAS 2010. 

•  Pressure plateau at 
low temperatures 
(T<2000K)-
signature of a 1st 
order phase 
transition 

•  Seen in CEIMC and 
BOMD at different 
densities 

•  Finite size effects are  
very important 

•  Narrow transition 
(~2% width in V) 

•  Low critical 
temperature 

•  Small energy 
differences 

T=1000K

Three experimental confirmations 
since 2015!!



First order transition 
 
•  Pressure plateau at T=1000K 
•  Jump in compressibility 



Dynamic	heating	within	DAC	(Harvard)	

M.	Zaghoo,	A.	Salamat,	and	I.	Silvera	(2015)	



Ramp	shock	at	Z-pinch	(Sandia)		

Knudson	et	al,		Science	(2015)	
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Possible resolution (Livermore, 2018) 
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Experiments disagree with each other

CEIMC sits in the middle



Properties across the transition 
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Comparison of optical properties 

“a” adsorption 
“r”  reflectance 
“p” plateau 
 
¢   Hydrogen 
n   Deuterium 
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Conductivity across the transition 
•  sharp metallization 

across the transition 
•  Extrapolate discontinuity 

to find critical point 
Density of states 

Conductivity 



Shock wave experiments. 
•  Hit a sample of cold, solid hydrogen 
•  Measurement of velocities, gives the density and 

pressure.  
•  Varying initial energy, gives the Hugoniot curve  

(1851-1887) 
•  Experiment is over in a fraction of a microsecond. 
•  Expensive and inaccurate 

shock front 

liquid sample impactor 

plasma 



Many problems remain with 
hydrogen 

•  Hugoniot comparison with shock data 
•  What are the crystal structures at T=0? 
•  Is hydrogen a liquid at low temperatures? When does it 

melt?  
•  What are the properties of liquid hydrogen? 
•  How can we scale to larger, more complex systems? 



Deuterium Hugoniot 

CEIMC

Sandia 2016



Thermal Excitations with QMC 
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•  Excite 1 or 2 electrons
•  Average over protonic configurations, vary twist angle
•  Result is close to Kohn-Sham excitation energy
•  Not a significant effect!



Solid hydrogen 

What happens at 
higher pressure? 
 
How does it become 
atomic & metallic? 
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Molecular Crystal: Rotation
Hexagonal rings               rotate within layer in PIMD

Hexagonal rings do NOT rotate within layer in CEIMC

𝑂𝑂𝑃= ​〈 ​​[​1/​𝑁↓𝑚𝑜𝑙   ∑𝑖=1↑​𝑁↓𝑚𝑜𝑙 ▒​𝑃↓2 (​​Ω ↓𝑖 ⋅ ​​𝑒 ↓𝑖 )  ]↑2 〉  

CEIMC results consistent with C2/c or 
Cmca-12 as starting structure

O
O

P

simulation step

PIMD

PIMD results differ significantly from 
CEIMC when starting with C2/c 

G. Rillo et. al., 
J. Chem. Phys. 148, 
102314 (2018). 



240 GPa

340 GPa

430 GPa

520 GPa

Phase III C2/c-24 conducts in-plane at P~350 GPa in CEIMC (QMC)

QMC520 GPa

430 GPa

340 GPa

240 GPa

Molecular Crystal: Conductivity
Phase III C2/c-24 conducts in-plane at P~250 GPa in PIMD (DFT)

Eremets et. al. 
reported 
conduction
~360GPa

M. I. Eremets, A. P. Drozdov, P. P. Kong, H. Wang, “Molecular semimetallic hydrogen,” arXiv:1708.05217

in-plane
transverse

DFT



 I41/amd     R-3m 
          Cs IV 

•  Structures searching gives many new possible 
crystal structures. 

•  Not b.c.c as had been assumed in the atomic 
phase! 



T=0K Structural Transitions
Classical-proton results agree well with previous QMC studies

Classical Protons Quantum Protons

Proton zero-point motion stabilizes Cmca-4

Molecular crystal C2/c to Cmca symmetry ~450 GPa



 Hydrogen Phase Diagram 

Superconductor 

I4/amd 

R-3m 

bcc 
 
fcc 

Based on the BCS theory estimates, we expect 
entire atomic solid to be superconducting at high T 

 But at high pressure! 





New	DAC	experiments,	Phase	V	
	Dalladay-Simpson,		Howie,	Gregoryanz		(2016)	

	



Calculations are delicate near the transitions. 
Sensitive to functional. 
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We	find	good	agreement	with	experimental		reflectivity	along	
Hugoniot.			(	configurations	come	from	vdW-DF2		functional)	
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Transition	depends	on	functional	and	zero	point	
effects	
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Structure Searching 

1)  For a fixed pressure and number of 
atoms (or molecules) per unit cell, 
generate n random structures: 
a)  Generate random primitive vectors 
b)  Scale vectors so volume is close to 

desired value 
c)  Generate random atomic positions 

2)  Relax structures to a minimum in Gibbs 
free energy 

3)  Determine lowest energy crystal 
structures 

 
•  We need the crystal structure for estimating any property of the solid 
•  With available computer resources, brute force approach is now feasible 
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effects  T=200K    (PBE energies) 
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Random Structure Relaxation   
500 GPa 

6 atom relaxations and 4 atom relaxations give similar results.  

I41/amd (c/a > 1) 
Fddd, C2/c 

Cmca 

I41/amd (c/a < 1) 
C2/c 

Various sym. 



At higher pressure, hopefully things are better controlled 
    (T=0K ,  classical protons,   PBE functional) 



Estimate  zero 
point energy of 
protons using 
phonon energies. 
 
Using Eliashberg 
eq. We find the 
entire solid H 
phase is 
superconducting 
as Ashcroft has 
suggested. 
 
 
 



Ashcroft suggested a low temperature liquid metallic ground state. 
• Is there a  T=0K liquid? 
• What temperature is needed to see quantum protonic transitions? 

Can Hydrogen be a quantum 
liquid? 

Solid H 
Solid H 

liquid H 
liquid H 



A quantum fluid of metallic hydrogen suggested by first-
principles calculations  S. A. BONEV, E. SCHWEGLER, T. OGITSU 
& G. GALLI 
 

       A superconductor to superfluid phase transition in liquid 
       metallic hydrogen     E. BABAEV, A. SUDBØ &     
    N. W. ASHCROFT  

 

07 October 2004 

Liquid H2 

hcp H2 

Liquid H 

Could hydrogen be a quantum fluid like helium? 
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Melting temperature of solid H 

•  Only Cs-IV structure for atomic H is dynamically stable, but only at 
low temperatures. 

•  Melting temperature decreases with pressure. 

Chen et al Nature 2013 



Structure of the atomic liquid 
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 Unusual double peak structure factor for an 
atomic liquid 
What type of liquid is this? Two types of order 
present: 
•  hard sphere packing 
•  ordering at 2kF caused by Fermi surface.   
 



 The T=0 structures of H2 & H:  
(assuming PBE + harmonic phonons) 

•  Cmca H2 dissociates into I41/amd H near 500 Gpa 

•  I41/amd (Cs IV)  remains the stable phase to 2.5 
Tpa 

•  Near 2.5 TPa I41/amd transforms into an ABAB… 
layered R-3m structure 
 
•  Transition to bcc  likely occurs at hundreds of TPa  



Future Work 

•  Determine the structure  and free energy of the liquid 
just above the melting temperature including quantum 
effects. 
• Using Coupled electron-Ion Monte Carlo, make a better 
estimate of the zero point energy of the low energy 
structures. 
• Trace the actual thermodynamic melting line of H, 
particularly around rs ~1.2, including quantum proton 
corrections 
•  Calculate the superconducting transition temperatures 
of atomic metallic H. Initial calculations suggest that for 
I41/amd Tc ~300 K around 500 GPa 



Why would H be liquid? 
Screened Coulomb potential 

Electrons screen p-p 
interaction 

K.K. Mon et al, Phys. Rev. B 21,2641 (1980) 
DMC et al. Phys. Rev. B 16, 3081 (1976) 

Hpp = − 2

2mi
∑ ∇2 + v rij( )

i< j
∑       v(r) = εσe−r/σ

r
   σ ∝ rs

−1/2

1
sr
−

Wigner 
crystal 

( ) 1/33ρσ
−

H2 formation 

Yukawa phase diagram 



McMahan et al.: 

•  Use QMC to determine accurate DFT functional 
•  Determine crystal structures with DFT+harmonic 

phonons and structure searching.  
•  Perform path integral molecular dynamics calculations 

of relevant crystal structures and liquid hydrogen 
•  PBE functional 
•  Fit energies and integrate to get free energies 

Chen et al: (Nature 2013)  
•  PIMD with coexisting liquid-crystal sample  

Previous work has assumed simple atomic structures, 
simplified  electron correlation, Lindemann criterion for 
melting with harmonic phonons. 



How can we use QMC to enable calculations for larger 
systems at longer times? 
 
•  Find better DFT functionals 
•  Find better “semi-empirical” potentials 



 
Use QMC to find the most 
accurate DFT functional. 
 
•  Generate 100’s of  54-96 

atom configurations of 
both liquids and solids. 

•  Determine accurate 
energies (better than 
0.1mH/atom) with DMC. 

 
•  LDA and PBE functionals 

do poorly in the molecular 
phase. 

Histogram of errors in PBE at 3 
densities 

Average errors vs 
functional and density 



•  Sample  some configurations of solid H2 
using PIMD at 200K 

•  Shown is average error over 10 different 
crystal structures 

•  vdW-DF  has lowest errors. 



In one solid structure find dispersion of errors. 
Then average over solid structures 
 vdW-DF is most accurate. 



Which functional predicts the correct 
H2 bond length in crystal? 

•  Optimize H2 structure within PBE,vdW-DF, 
vdW-DF2 

•  Then calculate total energy with QMC 



Pressure errors 
 

solids                                               liquid 

•  LDA and HSE determine the pressure most 
accurately 

•  Use vdW-DF to simulate a structure, 
recalibrate pressure with QMC or LDA. 



•  Benchmark calculation of 
H-He mixtures. 
Comparison of DFT 
functionals 

•  Construction of potentials 
of dense hydrogen and 
helium. Use QMC forces 



Complementary Aspects of Methods 

Density Functional 
Theory 

•  What density functional 
to use? 

•  How to treat T>0 
electronic excitations? 

•  How accurate are 
dynamical properties? 

Use QMC to judge 
functionals 

 
 

 

Quantum Monte Carlo 
 

•  Fermion sign problem 
Upper bound property of energy 
is used to rank wavefunctions 
•  Conversion of Imaginary to 

real time dynamics is 
approximate 

 
Use DFT to scale to larger 
systems 

 



Big Puzzle: why are Jupiter and Saturn different? 
•  Some helium is missing 

from Saturn’s surface. 
•  Saturn is brighter than it 

should be  for its age. 
•  Additional energy source in 

planet’s interior is needed.   
•  Does it come from  Helium 

segregation (rain) as 
suggested by Smoluchowski 
in 1965? 

•  Key question: when does 
Helium mix with Hydrogen?  
 

 Taken from:  Fortney J. J., Science 305, 1414 (2004). 

 
      



Mixing Free Energy for He in H 
Morales, Schwegler, DMC, Pierleoni, Hamel, Caspersen, PNAS 2009. 

T=8000 K P=10 Mbar 

n  Clear minimum at low helium 
fraction. 

—    4   Mbar                   
—    10 Mbar

—    8   Mbar                   
—    12 Mbar

—    4000 K                   
—    9000 K

—    7000  K                   
—    10000 K

n Very strong temperature 
dependence, fairly insensitive to 
pressure. 



H-He mixtures 
Fully ionized models  

•  Stevenson 1975, Hubbard-DeWitt 1985, Pollock-Alder 1976, 
etc 
–  Protons + Alpha particles in a uniform compensating negative 

background    
–  Low demixing temperatures ð no phase separation in planets 

–  Predict Tm(P) with negative slope  

First Principles 
•  Ideal mixing approximation 

–  Klepeis, et al. - 1990: Tm~15,000 K ð  major differentiation  
•  Mixing Entalpy from calculations on alloys of H-HE 

–  Pfaffenzeller, et al - 1994: Tm ~ 4000 - 6000K ð  no phase separation 
•  Improved over Klepeis, et al. by allowing structural relaxation 

–  Redmer, et al - 2009: Tm ~ 8000 - 9000K  
•  Composition dependence of enthalpy by BOMD. 



H-He Demixing Temperature 

n  Previous CPMD simulations underestimate demixing 
temperature. 

n  Differences come from non-ideal effects 

q    4 Mbar 
!    8 Mbar 
◊    12 Mbar 

Pfaffenzeller 

8 Mbar 

10 Mbar 

4 Mbar 10 Mbar 

Redmer Klepeis - 10.5 Mbar 

Demixing transition 
temperatures as a 
function of helium 
number fraction, for 
several pressures 



Molecular-like Correlations  

n  Weak attraction even at very high 
pressures 

n  Induces molecular-like 
correlations 
n  Pseudo-molecular state has 

smaller entropy compared to 
atomic state   

P = 8 Mbar 

Non-ideal mixing 
fails 

Ideal mixing  
works 

P = 4Mbar 

T = 8000K  



Results at Reference Point  

n  Ideal mixing approx. is good 
at low helium concentration. 

n  Internal energy and Helmholtz 
free energy of mixing are 
larger than previous 
calculations. 
n  Finite temperature effects are 

important  
o    Internal Energy of Mixing
!   Helmholtz Free Energy of Mixing
q   (Mixing) Entropic contribution to FE
–     dashed lines - *Pfaffenzeller et al
—   Ideal mixing approximation



Mixing Phase Diagram 
--- Jupiter Isentrope 
---  Saturn Isentrope 
 
   [x=0.07&0.067] 
 
Demixing Temperatures: 
—   This work: 
—   Redmer, et al. 
—   Hubbard - DeWitt 
—   Pfaffenzeller, et al.  

 

Liquid  hydrogen does not mix with helium at  T<8000K. 
 
Could explain the difference between Jupiter and Saturn! 
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Some Possible Phase Diagrams 
for high pressure hydrogen



Efficient Energy differences 

•  We need a fast way of computing 
difference:    [E(S)-E(S*)] 

•  Naïve (direct) method is to do 
separate (uncorrelated) samples of 
S and S*.  Noise increases by �2. 

•  Correlated methods map S walks 
into S* walks. 

•  “re-weighting” using an importance 
function 

•  lowest variance importance 
function for the energy difference? 
(ignoring autocorrelation effects) 

•  Generalizable to reptation MC 
•  2 orders of magnitude faster (lower 

variance) 
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Liquid-Liquid transition 
•  How does an insulating molecular liquid become a metallic 

atomic liquid? Either a 
–  Continuous transition  or 
–  First order transition with a critical point 

•  Zeldovitch and Landau (1944) “a phase transition with a discontinuous 
change of the electrical conductivity, volume and other properties must take 
place” 

•  Chemical models 
are predisposed to 
the LLT since it is 
difficult to have an 
analytic free energy 
crossover 
–  e.g. Saumon 

Chabrier 
hydrogen EOS 



Confirmation of DFT results 
W. Lorenzen, B. Holst, and R. Redmer, PRL 2010. 



Highest Pressure Molecular and Atomic Phases 

Cmca (H2) Im-3m (H) 
(bcc; Wigner crystal) 

K. A. Johnson and N. W. Ashcroft, Nature 403, 632 (2000) 
C. J. Pickard and R. J. Needs, Nature Phys. 3, 473 (2007) 



Common Approach: Candidate Structures 

Fd-3m  
(diamond) 

I41/amd (c/a < 1) 
(β-Sn) 

V. Natoli, R. M. Martin, and D. M. Ceperley, Phys. Rev. Lett. 70, 1952 (1993). 

Two likely candidates are Fd-3m and I41/amd (c/a ~ 0.9): 

The standard approach for “determining” the high pressure atomic structures is to 
propose some likely candidate ones. 



Pmmn and R3m: 



4 Atom Rand. Struct. Rlx. at 2 TPa 

I41/amd 

R-3m, 
C2/m 

(a) 
Various Sym. 

C2/m (a) is a slight distortion and subgroup of R-3m. 
6 atom relaxations at 2TPa reveal similar results. 



R-3m 

Side View Top Down 
(highlighted atoms are in-plane) 

R-3m forms an ABCABC… layered structure with c/a ~ 2 



SUMMARY	
•  Liquid-Liquid	transition	predicted	in	pure	hydrogen	

–  Critical	point	at	T~1700K	
–  Intersects	melting	line	T~250K,	400	GPa.		

•  Low	temperature		(100K)	solid	phase	
•  Simulation	methods	can	now	predict	properties	of	dense	

hydrogen	&	helium	much	more	accurately		because:	
–  Computer	power	is	still	increasing!	
–  Algorithmic	progress:	better	trial	functions,	methods.	

•  Overall	good	agreement	between	DFT	and	QMC	away	
from	critical	region.			



OUTLOOK 
•  Rich	phase	diagram	of	hydrogen.	More	phases	to	come.	

–  Liquid-Liquid	transition	predicted	in	pure	hydrogen	
–  Experiments	are	now	addressing	this	question	
–  Crystal	structures,	melting	temperatures	predicted	at	
higher	pressures.	

•  Simulation	methods	can	now	predict	properties	of	dense	
hydrogen	and	helium	much	more	accurately		because:	
–  Computer	power	is	still	increasing.	
–  Algorithmic	progress	gives	us	much	better	methods.	

•  The	goal	is	to	do	much	more	accurate	simulations	of	all	
sorts	of	materials.	



Concluding Remarks 
QMC is arguably the most accurate computational method to 
make predictions about properties of hydrogen under 
extreme conditions.
•  DFT functionals give differing results especially near the 
phase transitions.

•  DMC is most accurate for the ground state.
•  CEIMC allows one access to disordered  T>0 systems with 
control of correlation effects

•  CEIMC does not agree with experiments for the Hugoniot, 
but experiments do not always agree.

•  PIMC is best for T>1ev.

There are many open questions with hydrogen:
•  The sequence of molecular and atomic crystal structures
•  Mechanism of metallization in the solid
•  High temperature superconductivity in LaH10 and SH3.


